
Basic notation

Here we present the most often used notation. For further details see Ap-
pendix or the corresponding place in the text.

BR(x) ball with diameter R and center at x
ΩR intersection of the ball BR(0) with Ω
ΩR intersection of Ω with the exterior of the ball

BR(0)

ΩR1R2 = Ω
R1 \ ΩR2 for R1 < R2

∇ϕ, ∇v gradient of a scalar and a vector field
∇ · v = ∂vi

∂xi
divergence of a vector field

∇ ·T =
{
∂Tij

∂xj

}N
i=1

divergence of a tensor field

∇× v curl of a (threedimensional) vector field
u · v = uivi scalar product of two vector fields
∇u : ∇v = ∂ui

∂xj

∂vi
∂xj

scalar product of two tensor fields

∆ϕ =
∑N
i=1

∂2ϕ
∂x2i

Laplace operator

A(u) = −∆u+ µ∂2u
∂x21

elliptic part of the modified Oseen operator,
µ ∈ [0; 1)

E fundamental solution to the Laplace equation
(OOO, e) fundamental solution to the Oseen problem
(OOOµ, e) fundamental solution to the modified Oseen

problem
(SS, e) fundamental solution to the Stokes problem

f ∗ g convolution of the functions f and g
F(f) Fourier transform of the function f
F−1(f) inverse Fourier transform of a function f

Ck(Ω) space of k–times continuously differentiable
functions with the norm ‖ · ‖Ck

Ck0 (Ω) space of functions from Ck(Ω) with compact
support in Ω

D(Ω) = C∞
0 (Ω)

Lq(Ω) Lebesgue space with the norm ‖ · ‖q
Lq(Ω)/R factor Lebesgue space with the norm

infc∈R ‖ ·+c‖q
Lqloc(Ω) space of locally integrable functions in the

power q
Lqloc(Ω) space of functions integrable over all ΩR
Lq(g)(Ω) space of functions integrable with the weight

g and the norm ‖ · ‖q,(g)
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W k,p(Ω) Sobolev space with the norm ‖ · ‖k,p
W k,p
0 (Ω) closure of D(Ω) in the norm ‖ · ‖k,p

Dk,p(Ω) homogeneous Sobolev space with the
norm | · |k,p

Dk,p
0 (Ω) closure of D(Ω) in the seminorm

| · |k,p
D′(Ω) space of distributions on Ω
S(RN ) Schwartz class of functions
S ′(RN ) space of tempered distributions

0D(Ω) space of functions from D(Ω) with
zero divergence

Ĥ1q (Ω) space of functions fromW 1,q
0 (Ω) with

zero divergence
H1q (Ω) closure of 0D(Ω) in the norm ‖ · ‖1,q
D̂1,q0 (Ω) space of functions from D1,q0 (Ω) with

zero divergence
D1,q0 (Ω) closure of 0D(Ω) in the norm of | · |1,q
H̃q(Ω) subspace of Lq(Ω) with the diver-

gence belonging to Lq(Ω)

s(x) = |x| − x1
σAB(x) = |x|As(x)B weight

ηAB(x) = (1 + |x|)A(1 + s(x))B weight

νAB(x) = |x|A(1 + s(x))B weight

µA,ωB (x) = η
A−ω
B (x)νω0 (x) weight

ηAB(x;β) = η
A
B(βx) weight

νAB(x;β) = |x|A(1 + s(βx))B weight

µA,ωB (x;β) = µ
A,ω
B (βx) weight

ηR usual cut–off function
ζR Sobolev cut–off function

We finally note that

∂f(x− y)
∂yi

=
∂f(z)

∂zj

∣∣∣
z=x−y

∂zj
∂yi
= −∂f(z)

∂zi

∣∣∣
z=x−y

.
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Introduction

The method of decomposition, introduced recently by Novotný and Padula in
[NoPa] (see also [No1] or [Du]), reveals to be powerful approach for studying
the asymptotic structure of the steady slow flows, governed by the compressi-
ble Navier–Stokes equations. It has been shown that in the exterior domains,
corresponding to the physical reality, there exists a wake region i.e. a parabolic
domain in which the asymptotic behaviour is worse.1 This corresponds exactly
to the asymptotic structure of the Oseen fundamental tensor. The authors used
the fact that the original problem can be decomposed into several linear pro-
blems which are standard and the solution of the original nonlinear problem
has been constructed by means of a modified version of the Banach fixed point
theorem. Let us also mention that due to the method one has to assume only
small perturbations of the rest state.
It is known that several models of non–Newtonian fluids can be also decom-

posed into the Oseen (eventually Stokes) problem and the transport equations.
A natural question appeared: is it possible to study the asymptotic structure
of such models and show that, at least for small perturbations of the rest state,
there exists similar wake region as in the case of Newtonian fluid? This pro-
blem has been used as a starting point for my studies. During the calculations
it revealed that the classical results for the Oseen problem do not suffice for
our purposes. We had to study in more details the Lp–weighted theory for
convolutions with Oseen potentials and, moreover, we had to consider a cer-
tain modification of the classical Oseen problem. We call it the modified Oseen
problem.
In Chapter I, after a short survey of results from fluid mechanics we list se-

veral models of fluids which will be studied later on. Chapters II and III contain
a detailed study of the classical and modified Oseen problems. We first recall
the asymptotic structure of the fundamental Oseen tensor and then present the
weighted Lp–theory for the Oseen potentials, p ∈ (1,∞]. We concentrate on the
physically reasonable cases N = 2, 3; nevertheless many results can be exten-
ded to higher space dimensions and several results will be therefore presented
generally in N space dimensions. Chapter III is then devoted to the detailed
study of the modified Oseen problem. First we show the non–trivial but expec-
ted fact that its fundamental solution has similar asymptotic structure as the
classical Oseen fundamental tensor and afterwards we give a detailed theory of
the modified Oseen problem, including the Lp–theory and, in particular, the
integral representation of solutions in exterior domains. Although many proofs
are similar to those given for the classical Oseen problem in [Ga1] and [Ga2],

1It means that the velocity decreases more slowly than outside this region as |x| → ∞.
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we shall, for the sake of completeness, reprove them here.
In Chapter IV, we shortly introduce the theory of the steady transport

equations. The results as well as several modifications are presented in [No2],
[No3] or [No4]. In the following chapter, we combine several results from the
preceding chapters in order to show the existence of solutions to certain non–
Newtonian models in exterior domains in Sobolev spaces. In Chapter VI, ap-
plying the weighted estimates on the integral representation of solutions to the
(modified) Oseen problem together with the weighted estimates of solutions to
the steady transport equation we show that, under certain assumptions on the
data of the problem, our solutions constructed in Chapter V obey asymptotic
properties which correspond to the asymptotic properties of the fundamen-
tal Oseen tensor. We consider only the physically interesting cases of two–
and threedimensional flows; nevertheless, the generalizations to higher space
dimensions are straightforward.
Chapter VII is devoted to a completely another problem. Unlike the first

chapters, we study unsteady problems and concentrate ourselves on the axially
symmetric flow of both ideal and viscous fluid in the whole space. It is well
known that the problem of global regularity and uniqueness of Leray–Hopf
weak solutions to the Navier–Stokes equations in three space dimensions is still
an open problem. We show that, assuming the data to the Cauchy problem
axially symmetric and regular, the Leray–Hopf weak solution is also axially
symmetric, regular and therefore unique in the class of all weak solutions. The
main contribution of this part is not the result itself but rather the method
of proof which is very simple and uses the standard results on the (unsteady)
Stokes problem. A similar method can be applied also for the ideal fluid, which
can be considered as a limit when the viscosity tends to zero.
The last chapter contains a short survey of classical results from the theory

of Sobolev and Lebesgue spaces, Fourier transform on the space of tempered
distributions and finally some classical results on the Stokes problem and its
modified version.
Parts of the results presented here has been published or are submitted for

publishing, see [Po], [LeMaNePo] and [KrNoPo].
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I
Preliminaries from fluid mechanics.

Basic studied models

I.1 Fluid mechanics

The continuum mechanics studies the motion and deformation of bodies. A bo-
dy B is an abstact set that consists of material points p, called usually particles.
We assume that there exists z, a smooth one to one mapping of B onto a region
of the N–dimensional1 Euclidean space E ,

X = z(p) . (1.1)

The function z is called reference configuration. Next we assume that there
exists a smooth one to one transformation of the Euclidean space E onto itself,
called deformation, such that

x = χχχ(X) , (1.2)

where x denotes the place occupied by the particle p,X = z(p). The deformation
gradient

F(X) = ∇χχχ(X) (1.3)

plays a fundamental role in the continuum mechanics.
A motion of the body is one–parameter family of deformations

x = χχχ(X, t) , (1.4)

the real parameter t denotes the time. The function χχχ(X, t) is at each time
instant invertable, i.e.

X = χχχ−1(x, t) (1.5)

and one can distinguish two approaches in continuum mechanics. Either we
study the motion of each particle p in the Euclidean space during some time
interval (t1; t2) (the Lagrangean approach), or we fix a point in the Euclidean
space and study the particles passing through the point x (the Eulerean ap-
proach). Both approaches are for χχχ smooth equivalent and mutually connected
by (1.4) and (1.5). In this thesis, as usually in fluid mechanics, we prefer the
latter, i.e. the Eulerean approach.
By velocity we understand the (material) time derivative2 of the function

1one usually assumes N = 3
2For a given spatial field Φs(x, t), Φs(x, t) = Φs(χχχ(X, t), t) = Φm(X, t) we distinguish

between the material time derivative

d

dt
Φs =

∂

∂t
Φm(X, t)


X=χχχ−1(x,t)
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6 M. Pokorný: Asymptotic behaviour . . .

χχχ in the spatial description, i.e.

v(x, t) =
d

dt
χχχ(X, t)


X=χχχ−1(x,t)

(1.6)

and by acceleration the material time derivative of the velocity,

a(x, t) =
d

dt
v(x, t) . (1.7)

Let us recall that

d

dt
Φ(x, t) =

∂

∂t
Φ(x, t) +∇xΦ(x, t) · v(x, t) . (1.8)

The velocity gradient L is the tensor

L(x, t) = ∇xv(x, t) . (1.9)

We shall often use its symmetric part D (called also the rate of deformation)
and the skew partW (called also the spin tensor),

D =
1

2
(L+ LT ) , W =

1

2
(L− LT ) , (1.10)

LT being the transpose of the tensor L.
We assume that there exists a positive functionm(P), called mass, and mass

density ̺0 such that for any Lebesgue measurable part P of the body B

m(P) =
∫

z(P)
̺0dX =

∫

χχχ(z(P))
̺dx ,

̺(x, t) =
̺0(X)

detF(X, t)
.

(1.11)

One of the most important assumptions in the continuum mechanics are the
empirically deduced balance laws. The balance of mass says that the mass of
any part P of the body B conserves, i.e.

d

dt
m(P) = 0 . (1.12)

From (1.12), (1.11) and (1.8) one can deduce the following differential form
of the balance of mass

∂̺

∂t
(x, t) +∇ · (̺v)(x, t) = 0 . (1.13)

Let FF(P) denotes the total force extended on the part P of B. We have

FF(P) =
∫

z(P)
̺0fdX +

∫

∂z(P)
tds , (1.14)

and the space time derivative
∂

∂t
Φs =

∂Φs

∂t
(x, t) ,

see e.g. [Gu] for more detailed description.



I Preliminaries from fluid mechanics 7

where f is the volume force and the stress vector t = t(X,n) depends on the
point X ∈ ∂z(P) and the exterior unit normal to ∂z(P) at this point. As a
consequence of the balance of linear and angular3 momentum we get that t
depends on n linearly, i.e. there exists a symmetric tensor T = T(x), called the
stress tensor, such that

t(X, t,n)

X=χχχ−1(x,t)

= T(x, t)n(x, t) (1.15)

and we get the following differential form of the balance of linear momentum

∇ ·T+ ̺f = ̺a , (1.16)

a the acceleration (see (1.7)).
Assuming the exterior force f being given, the system (1.13), (1.16) has still

more unknowns than the equations. We have to specify a certain dependence
of the stress tensor T on the velocity, density and its gradients.4

The apriori general dependence of T on the functions v, ̺ and their gradi-
ents will be reduced due to the material symmetry and some general physical
assumptions. Let us start with the latter.
Consider a time dependent change of variables

x∗ = Q(t)x+ q(t) (1.17)

with Q(t) rotation and q(t) a vector. Then we say that the motions are frame
indifferent if the material relations remain the same in the sense that

T∗(x∗, t) = Q(t)T(x, t)Q(t)T ,

̺∗(x∗, t) = ̺(x, t) ,
(1.18)

where x∗ and x are connected by (1.17). We shall assume that all our motions
are frame indifferent.
Let us consider a general relation between the stress tensorT and the history

of the material, expressed by the response functional5 H

T(X, t) = H∞
s=0(χχχ(X, t− s),X, t) , X = z(p) , p ∈ B . (1.19)

We shall localize the dependence on the motions; the apriori general depen-
dence on χχχ(X, t − s) is reduced to a dependence on the gradient of χχχ at the
point X,

T(X, t) = H∞
s=0(F(X, t− s),X, t) . (1.20)

We say that the material is a fluid when the group of symmetry of the
material is the whole unimodular group, i.e.

H∞
s=0(F(X, t− s),X, t) = H∞

s=0(F(X, t− s)G,X, t) (1.21)

3For the models studied here, the balance of angular momentum implies that the stress
tensor defined below is symmetric. We shall therefore not write it explicitly. This is no more
true in non–local theories like e.g. for the multipolar fluids.

4We shall not study processes when the internal energy changes; we therefore do not con-
sider the balance of energy and restrictions coming from the second law of thermodynamics.
See e.g. [Si] for a detailed descriptions of this phenomena.

5we assume the stress tensor in the reference configuration X for a while
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for all G, tensors of second order such that |detG| = 1. Next restrictions on
(1.19) come from the so–called material constraints. Let us mention especially
the volume preserving materials; in this case it is possible to decompose the
stress tensor into two parts (see e.g. [Tr]),

T = −pI+TE (1.22)

where the first part does zero work (pI : D = p trD = 0) and the extra stress
tensor TE = H∞

s=0(F(X, t− s)). We call the scalar function p the pressure. We
shall now present several models of fluids studied later on.

I.2 Ideal fluid

We assume that the response functional is reduced to a simple function depen-
dence

H∞
s=0(F(X, t− s),X, t) = T(F(X, t), ̺(X, t)) . (2.1)

The dependence on the density ̺ follows from the fact that due to the symmetry
the only possible change of the response functional is connected with the change
of volume.
Combining the symmetry condition (1.21) with the material frame indiffe-

rence it is possible to deduce (see e.g. [Lei]) that

T = −p(̺)I , (2.2)

where the scalar function p(̺) is again called pressure. From (1.8), (1.13), (1.16)
and (2.2) we get the Euler equations

∂̺

∂t
+∇ · (̺v) = 0 ,

̺
(∂v
∂t
+ (v · ∇)v

)
+∇p(̺) = ̺f .

(2.3)

We complete (2.3) by the constitutive relation

p = p(̺) , (2.4)

by the initial conditions v(x, 0) = v0(x), ̺(x, 0) = ̺0(x) and by the boundary
conditions. The standard condition in this case is to assume that the fluid does
not penetrate through the solid wall, i.e. the velocity field is tangential to the
solid boundary

v · n = 0 .
In Chapter VII we shall study in particular Cauchy problem for the in-

compressible Euler equations, i.e. assuming the flow isochoric the continuity
equation (2.3)1 reduces to ∇·v = 0. From (1.22) we get similarly as above that
T = −pI, p = p(x, t), i.e. H∞

s=0 = 0. Recalling that we study the flow in the
whole R

N , we end up with

∇ · v = 0

̺
(∂v
∂t
+ (v · ∇)v

)
+∇p = ̺f




in (0;T )× R

N

v(x, 0) = v0(x) in R
N

(2.5)
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(∇ · v0 = 0 in R
N ). In particular, we shall study this system in the threedi-

mensional case, i.e. N = 3. See Section VII.2 for a short survey of known results
about the system (2.5).

I.3 Newtonian fluid

We come back to (1.20), but localize the time dependence. Using the material
frame indifference together with the symmetry properties, it is possible to show
that assuming

T = T(F,
d

dt
F, ̺) , (3.1)

we end up with (see e.g. [Lei])

T = TE(D, ̺)− p(̺)I , (3.2)

where D is the symmetric part of the velocity gradient (see (1.10)), TE is the
extra stress tensor and p(̺) is the pressure. Applying once more the material
frame indifference and the symmetry, the representation theorem for isotropic
functions (see e.g. [Gu]) yields

TE = ϕ0I+ ϕ1D+ ϕ2D
2 , (3.3)

where ϕi, i = 0, 1, 2, are functions of ̺ and invariants of D. Linearizing (3.3)
we finally get

TE = λ(trD)I+ 2µD (3.4)

and (1.13), (1.16), (3.2) and (3.4) yield, under the assumption that λ and µ are
independent of ̺, the compressible Navier–Stokes equations

∂̺

∂t
+∇ · (̺v) = 0

̺
(∂v
∂t
+ (v · ∇)v

)
− µ∆v − (µ+ λ)∇(∇ · v) +∇p(̺) = ̺f .

(3.5)

We again close the system by giving a constitutive equation of the type (2.4),
the initial conditions on v, ̺ and, (if Ω 6= R

N ), the boundary conditions on v.
Usually, one assumes the Dirichlet ones, i.e. there exists v∗ defined at ∂Ω such
that v = v∗ at (0;T ) × ∂Ω. In the case of a solid wall, the linearly viscous6

fluids adhere, i.e. v∗ · n = 0 at such parts of the boundary.
In Chapter VII we shall study Cauchy problem for the incompressible New-

tonian fluid, i.e. the system (3.5) reduces to (see (1.22))

∇ · v = 0

̺
(∂v
∂t
+ (v · ∇)v

)
− µ∆v +∇p = ̺f




in R

N × (0, T ) ,

v(x, 0) = v0(x) in R
N ,

(3.6)

where ̺ = const and v0 is a given initial condition satisfying ∇ · v0 = 0. In
particular, we shall study the most interesting case N = 3, but under a special

6the constants λ and µ are called viscosities
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symmetry condition, namely the axial one. See Section VII.1 for a short survey
of known results on the system (3.6).
In this thesis we shall be mainly interested in the flow of certain classes

of non–Newtonian fluids past an obstacle, i.e. we shall assume a more general
relation between T and L than (3.4). Nevertheless, a very important role will
be played by certain linearizations of the steady Navier–Stokes equations. As-
suming the flow independent of time and the term (v · ∇)v neglectibly small,
we obtain the (stationary) Stokes system

∇ · v = 0
−µ∆v +∇p = ̺f ,

(3.7)

which must be completed in the case of Ω 6= R
N by a boundary condition

v = v∗ at ∂Ω and, if needed, by a condition at infinity. Due to (3.7)1 in the
case of Ω bounded one requires7

∫

∂Ω
v∗ · ndS = 0 . (3.8)

While for Ω being a bounded, simply connected domain, the system (3.7)
seems to correspond quite satisfactorily to a slow flow of a viscous fluid, for Ω an
exterior domain due to the Stokes paradox (see e.g. [Ga1]) one needs another
linearization. The Oseen linearization, presented below, acquitted itself quite
well for steady flow with v∞, non–zero constant velocity prescribed at infinity
(see [Os])

∇ · v = 0
−µ∆v + ̺(v∞ · ∇)v +∇p = ̺f

}
in Ω ,

v(x) = v∗(x) at ∂Ω ,

v→ 0 as |x| → ∞ .

(3.9)

As will be seen in the next chapter, this linearization corresponds much
better to a real slow flow of the viscous fluid past an obstacle (e.g. the existence
of the wake region). In this thesis, we shall study the Oseen linearization and its
modification in detail (see Chapters II and III), while for the Stokes problem,
we present only a short overview of the results needed in the text in Appendix.
We refer e.g. [Ga1], Chapters IV–VI for a detailed study of the properties of
the Stokes problem.

I.4 Some models of non–Newtonian fluids

The aim of this section is to present some models of non–Newtonian fluids which
will be studied in the following chapters. We shall be particularly interested in
the models of viscoelastic fluids.

7For Ω exterior domain, this condition for N ≥ 3 can be easily skipped — see Chapter
III. Nevertheless, if N = 2, the technique proposed e.g. in [Ga1] seems inapplicable. We shall
mention this problem later on.
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I.4.1 Maxwell and Oldroyd–type fluids

We start with a general differential model of a viscoelastic fluid. As announced
in the previous section, we study only steady flow of incompressible fluids. The
continuity equation which expresses the balance of mass reduces to

∇ · v = 0 (4.1)

and the balance of (linear) momentum reads

̺(v · ∇)v +∇p = ∇ ·TE + ̺f . (4.2)

The symmetric extra stress tensor TE obeys the constitutive equations

TE =TS +TP (4.3)

TS =2ηSD (4.4)

TP =
n∑

i=1

Ti (4.5)

Ti + λi
DaTi
Dt +Bi(D,Ti) = 2ηiD , 1 ≤ i ≤ n (4.6)

(see e.g. [Jo] or [BaGuSa]). The constants ηi(> 0), 1 ≤ i ≤ n and ηS(≥ 0)
are called viscosities and the constants λi(> 0) are called relaxation times. The
symbol DaTi

Dt represents objective derivative of a symmetric tensor and in the
stationary case is given by

DaTi
Dt = (v · ∇)Ti +TiW −WTi − a(DTi +TiD) , (4.7)

where a ∈ [−1; 1] is a given real parameter. The tensor–valued smooth functions
Bi(D,Ti) are at least quadratic in their two arguments in a neighborhood
of Ti = 0 and submitted to certain restrictions due to the material frame
indifference.
First, let us assume that ηS ≡ 0. For the sake of simplicity, let us assume

that n = 1, i.e. we have only one relaxation time; the more general case n > 1
can be treated in a very analogous way. We also restrict ourselves to the cases
when B1(D,T) = B(D,T) is either zero or bilinear near T = 0 and D = 0.
Some generalizations in the sense that B has one part bilinear and another (at
least) quadratic in D are possible, but we shall not study them. The technique
used in Chapter VI does not allow to study a general polynomial function in
T. Nevertheless, let us mention that our restrictions still involve several phys-
ically reasonable models like lower–convected, corotational and upper convec-
ted Maxwell fluid, certain special cases of 8–constant Oldroyd model etc.; see
[BaGuSa]. In order to rewrite the system (4.1)–(4.7) into a more appropriate
form, we follow Renardy ([Re]). We multiply the i-th component of (4.2) by vj ,
apply the divergence with respect to j and get

∇ · [̺((v · ∇)v)⊗ v +∇p⊗ v − ̺f ⊗ v] = ∇ · [(∇ ·T)⊗ v] . (4.8)
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Thanks to the incompressibility condition (4.1) we have

∇ · [(∇ ·T)⊗ v] = (v · ∇)(∇ ·T) . (4.9)

Combining (4.7) and (4.6) and inserting them into (4.2) we have

̺(v · ∇)v +∇p = ̺f+
+∇ · [2ηD−B(D,T)− λ(v · ∇)T− λ(TW −WT) + λa(DT+TD)] .

Observing that thanks to (4.1)

∇ · ((v · ∇)T) = ∇T : (∇v)T + (v · ∇)(∇ ·T) = ∇ · (T(∇v)T ) + (v · ∇)(∇ ·T)

and using (4.9) and (4.8) we finally get

̺(v · ∇)v +∇p= ̺f +∇ · [2ηD−B(D,T)− λT(∇v)T − λ̺((v · ∇)v)⊗ v−
− λ∇p⊗ v + λ̺f ⊗ v − λ(TW −WT) + λa(DT+TD)] .

Denoting
π = p+ λ(v · ∇)p (4.10)

F(∇v,T) = −λT(∇v)T − λ(TW−WT) + λa(DT+TD)−B(D,T) (4.11)
G(∇v,T) = λ(TW −WT)− λa(DT+TD) +B(D,T) (4.12)

we end up with the following system

−η∆v + ̺(v · ∇)v +∇π = ̺f +∇ · [F(∇v,T)− λ̺((v · ∇)v)⊗ v+
+λ̺f ⊗ v + λp(∇v)T ]

∇ · v = 0
p+ λ(v · ∇)p = π

T+ λ(v · ∇)T+G(∇v,T) = 2ηD(v) .

(4.13)

Renardy used this procedure in the study of existence of strong solutions to
(4.1) – (4.7) for small data in bounded domains. Another results to such mo-
dels can be found e.g. in [Ha], [GuSa], [Tal1] and [Tal2]. See also [BaGuSa]
and the references therein. For threedimensional exterior domains see [MaSeVi]
for compressible model. To the knowledge of the author there are no results
concerning the asymptotic structure of solutions for such models.
Let us now formulate the boundary value problem for the system (4.13).

Let us assume that O ⊂ R
N , N = 2, 3 is a compact, simply connected set and

Ω = R
N \ O. Then O represents the obstacle while Ω the part filled in by the

fluid flowing past the obstacle. We add to the system (4.13) conditions at the
boundary of Ω and at infinity.
Let us assume that there is a prescribed, non–zero constant velocity at

infinity v∞. We may always rotate the system of coordinates in such a way
that v∞ = βe1, where e1 is the unit vector in the direction of x1.
Let v0 be a prescribed velocity on ∂Ω satisfying v0 · n = 0; n the outer

normal to ∂Ω. (This condition is obvious since we suppose that the velocity
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does not penetrate the solid boundary.) Denoting u = v−v∞ we rewrite (4.13)
as follows

−η∆u+ ̺β ∂u
∂x1
+∇π =

= ̺f +∇ ·
[
F(∇u,T)− λ̺((u · ∇)u)⊗ u− ̺u⊗ u− λ̺β2

∂u

∂x1
⊗ e1−

−λ̺β
( ∂u
∂x1

⊗ u+ ((u · ∇)u)⊗ e1
)
+ λ̺f ⊗ (u+ βe1) + λp(∇u)T

]

∇ · u = 0 (4.14)

π = p+ λ((u+ v∞) · ∇)p
T+ λ((u+ v∞) · ∇)T+G(∇u,T) = 2ηD(u) .

The system (4.14) holds in Ω and we have furthermore

u = v0 − βe1 at ∂Ω

u→ 0 as |x| → ∞ .
(4.15)

We easily check that
∫
∂Ω u · ndS = 0.

Remark 4.1 We shall assume throughout this thesis v0 = 0. If v0 6= 0, the
natural assumption is v0 · n = 0 pointwise at ∂Ω as we study the flow past an
obstacle. Under this assumption, everything proved here remains true for v0
nonzero, but small. We namely extend v0 to Ω in such a way that ∇ · v0 = 0
in Ω and v0 has bounded support. We then search v in the form v0 + u+ v∞
and assuming v0 sufficiently small we proceed exactly in the same way as in
the following chapters.

We shall construct solutions to (4.14)–(4.15) with an appropriate asymptotic
structure by means of a fixed point argument. First, let us note that we do not
study the precise estimates on the data, under which the solution exists (due to
the technique, the data have to be sufficiently small). For the sake of simplicity,
we assume all constant except to |v∞| = β to be equal to 1, i.e. ̺ = λ = η = 1.
We denote by

A(u) = −∆u+ β2∂
2u

∂x21
. (4.16)

Let w, s be a fixed pair of a vector and a scalar function. Requiring that w +
v∞ = 0 on ∂Ω we consider the operator

M : (w, s)→ (u, π) , (4.17)

where

A(u) + β
∂u

∂x1
+∇π =

= f +∇ ·
[
F(∇w,T)− ((w · ∇)w)⊗w −w ⊗w−

−β
( ∂w
∂x1

⊗w + ((w · ∇)w)⊗ e1
)
+ f ⊗ (w + βe1) + p(∇w)T

]

∇ · u = 0
p+ ((w + v∞) · ∇)p = s

T+ ((w + v∞) · ∇)T+G(∇w,T) = 2D(w) ,

(4.18)
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u→ 0 as |x| → ∞
u = −βe1 at ∂Ω .

(4.19)

Therefore searching a solution to (4.1)–(4.7) (or, equivalently to (4.14)–
(4.15)) means in fact searching a fixed point of the operatorM. We shall specify
the correct spaces on which worksM later on. Let us only note that for β < 1
the operator A(u) defined by (4.16) is strongly elliptic. The necessity of using
such an operator instead of the laplacian comes from the fact that the weighted
estimates for the Oseen kernels, obtained in Chapter II, are unlike the singular
integral operators not ”optimal” and we loose ”epsilon” in the weight. Therefore
the linear term must be involved in the left hand side of (4.18).

We have decomposed the original problem into two kinds of linear problems.
The equations (4.18)3,4 are scalar and tensor steady transport equations, re-
spectively. We shall study this kind of linear problems in Chapter IV. Next, the
linear problem (4.18)1,2 is similar to the classical Oseen problem. For β < 1 it
can be expected that it will have similar properties as the Oseen problem. We
shall call the system (4.18)1,2 together with the ”boundary” conditions (4.19)
modified Oseen problem and the detailed study of this problem is performed
in Chapter III. We shall verify that it has very similar (or almost the same)
properties as the classical Oseen problem which will be studied in Chapter II.
Chapters V and VI will be devoted to the study of existence and asymptotic
structure of solutions to the nonlinear problem.

Next, let us present the formulation of the problem in the case of ηS 6= 0. We
shall study the Oldroyd type models (i.e. B ≡ 0) or their slight generalization
(i.e.B bilinear). Unlike the previous case, it is not necessary (and, unfortunately,
also impossible) to reformulate the original problem as between (4.8)–(4.12) for
the Maxwell type fluids; we start directly from (4.2). We have

−ηS∆v + ̺(v · ∇)v +∇p= ̺f +∇ ·T
∇ · v=0

T+ λ(v · ∇)T+G(∇v,T) = 2ηPD ,
(4.20)

where G(∇v,T) satisfies (4.12). Such models were studied by the above menti-
oned authors. Let us also mention the work of Videman [Vi] and the references
therein, where also problems on unbounded domains are studied, both with
compact and noncompact boundary. Nevertheless, the asymptotic structure at
infinity for such models in exterior domains has been studied neither in [Vi] nor
anywhere else8 and it seems to be more difficult due to the ”epsilon” loss in the
weighted estimates, similarly to the model of the second grade fluid presented
below.

We shall proceed now as above. We add to the system (4.20) the boundary
conditions at ∂Ω (v0 = 0) and at infinity (v∞ 6= 0), denote by u = v − v∞,

8at least to the knowledge of the author
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assume all constants (up to β and ηP ) equal to one and end up with the system

−∆u+ β ∂u
∂x1
+∇p= f +∇ · (T− u⊗ u)
∇ · u=0

T+ ((u+ v∞) · ∇)T+G(∇u,T) = 2ηPD(u)
(4.21)

in Ω and
u→ 0 as |x| → ∞
u = −βe1 at ∂Ω .

(4.22)

We introduce again the operatorM, which assigns to a vector function w
the vector function u, solution to

−∆u+ β ∂u
∂x1
+∇p= f +∇ · [T(w)−w ⊗w]
∇ · u=0

T+ ((w + v∞) · ∇)T+G(∇w,T) = 2ηPD(w) ,
(4.23)

u→ 0 as |x| → ∞
u = −βe1 at ∂Ω .

(4.24)

We are therefore left with the classical Oseen problem and a (tensor) steady
transport equation. Due to the linear dependence of T on ∇w we shall only
be able to reobtain the result presented in [Vi], i.e. the existence of solutions
in Sobolev spaces, for β and ηP sufficiently small; our technique does not allow
to study the asymptotic structure of solution to (4.21)–(4.22). We shall only
mention this results in Chapter V without proving them explicitly.

I.4.2 Second grade fluid

Before starting the study of the linear problems we shall briefly introduce ano-
ther model of non–Newtonian fluid — the second grade fluid — and show that
the system of equations describing its stationary flow can be after a proper
linearization rewritten into a similar kind of linear problems; in this case we
obtain the classical Oseen problem and the scalar transport equation.
The constitutive law characterizing the second-grade fluid has the form (see

e.g. [TrNo])

TE = 2µD+ 2α1A1 + 4α2D
2 , (4.25)

where µ is viscosity, α1 and α2 are stress moduli and

A1 =
d

dt
D+ (∇v)TD+D∇v . (4.26)

We use the condition of thermodynamical stability α1 + α2 = 0, see [DuFo],
and get from (4.1), (4.2), (4.25) and (4.26) in the case of the steady flow past
an obstacle
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−µ∆v − α1(v · ∇)∆v +∇p = −̺(v · ∇)v + ̺f+
+ α1∇ · [(∇v)T (∇v + (∇v)T )]

∇ · v = 0
v = 0 at ∂Ω = ∂O
v→ v∞ as |x| → ∞ .

(4.27)

Again, assuming v∞ 6= 0 we can rotate the coordinate system in such a way
that v∞ = βe1 and denoting u = v − v∞ we get from (4.27)

−µ∆u− α1(u · ∇)∆u− α1β∆
∂u

∂x1
+ ̺β

∂u

∂x1
+∇p =

= −̺(u · ∇)u+ ̺f + α1∇ · [(∇u)T (∇u+ (∇u)T )]
∇ · u = 0

u = −v∞ = −βe1 at ∂Ω
u→ 0 as |x| → ∞ .

Using the decomposition procedure proposed by Mogilevskij and Solonnikov
(see [MoSo]) we consider formally the mapping

M : g 7→ (u, s) 7→ z ,

where

−∆u+ ̺β
µ

∂u

∂x1
+∇s = g

∇ · u = 0
u = −βe1 at ∂Ω

u→ 0 as |x| → ∞ ,

(4.28)

it means that the pair (u, s) satisfies the Oseen problem with the right hand
side g, and

µz+ α1((u+ v∞) · ∇)z = −̺(u · ∇)u+ ̺f + α1
̺β2

µ

∂2u

∂x21
+

+ α1∇ ·
[
(∇u)T (∇u+ (∇u)T ) + ̺β

µ

∂u

∂x1
⊗ u− s (∇u)T

]
,

(4.29)

it means that z satisfies the transport equation with the right hand side depen-
ding on (u, s).
We meet again the same problem as in the case of the problem (4.23), (4.24).

The presence of the linear term on the right hand side of (4.29) does not allow
us to investigate the asymptotic structure of the solution.
The model of second grade fluid was studied for different types of domains

by several authors, see e.g. [DuFo], [DuRa], [GaSe], [NoSeVi], [PiSeVi], [Vi]. In
Chapter V, we shall present the proof of existence of strong solutions to (4.27)
for the plane flow which is taken from [Po]. The existence was also shown in
[Vi] for both plane and threedimensional flows, under slightly more restrictive
conditions on the right-hand side.



II
Oseen problem

In this chapter we would like to present some classical but also some new results
concerning the Oseen flow in unbounded domains. First we recall the notion of
the fundamental Oseen tensor (a little bit more precisely as it is essential for
our following study) and very briefly some existence and uniqueness theorems;
similar results will be shown in the following chapter for the modified Oseen
problem and the classical Oseen problem can be considered as a special case.
The asymptotic properties of the fundamental solution enable us to obtain the
integral representation of solutions to the Oseen problem. The last subchapter
is devoted to the study of some convolution coming from the integral represen-
tation. We give a detailed theory of Lp–weighted estimates of convolutions with
Oseen kernels and apply it for a very trivial case. Such estimates will be then
essential in Chapter VI.
Let us recall that we study the following problem (Ω = R

N \ O , exterior
domain)

−∆v + β ∂v
∂x1
+∇p = f

∇ · v = 0



 in Ω

v = v∗ at ∂Ω

v→ 0 as |x| → ∞ .

(0.1)

Definition 0.1 A vector field v ∈ W 1,q
loc (Ω) is called a q-weak

1 solution to (0.1)
if for some q ∈ (1;∞)
(i) v is (weakly) divergence free in Ω

(ii) v assumes the value v∗ at ∂Ω (in the trace sense)

(iii)

lim
R→∞

∫

SN

|v(R,ω)|dω = 0

(see Subsection VIII.1.4)

(iv) the equality
∫

Ω
∇v : ∇ϕϕϕdx− β

∫
v · ∂ϕϕϕ

∂x1
dx =< f , ϕϕϕ >

is satisfied for all

ϕϕϕ ∈ 0D(Ω) = {ϕϕϕ ∈ C∞
0 (Ω) ,∇ · ϕϕϕ = 0} .

1We use also a q–generalized solution. If q = 2, we shall usually speak only about a weak
(generalized) solution.

17
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II.1 Oseen fundamental tensor and its asymptotic properties

In this part we follow [Ga1] or more originally, [Os]. We denote by

Oij(x,y) = −
(
δij∆− ∂2

∂yi∂yj

)
Φ(x,y) (1.1)

ej(x,y) = − ∂

∂yj

(
∆+ 2λ

∂

∂y1

)
Φ(x,y) , (1.2)

where i, j = 1, 2, . . . , N , λ = β
2 and Φ(x,y) is a smooth function for x 6= y. We

easily check that

−
(
∆+ 2λ

∂

∂y1

)
Oij(x,y)−

∂

∂yi
ej(x,y) = δij∆

(
∆+ 2λ

∂

∂y1

)
Φ(x,y)

∂

∂yl
Olj(x,y) = 0 .

(1.3)

We want (1.1) and (1.2) to be a singular solution to (0.1)1,2. We require therefore

∆
(
∆+ 2λ

∂

∂y1

)
Φ(x,y) = ∆E(|x− y|) , (1.4)

where E(|x− y|) is the fundamental solution to the Laplace equation. So, par-
ticularly, for N = 2 E(|x−y|) = 1

2π ln |x−y|, for N = 3 E(|x−y|) = − 1
4π

1
|x−y|

and the right hand side of (1.3) is equal to δijδx.2 The system (1.3) must be
considered in the sense of distributions (see Section VIII.4).
We search the solution to (1.4) in the form

Φ(x,y) =
1

2λ

∫ y1−x1
[Φ2(τ, y2 − x2 , . . . , yn − xn)−

−Φ1(τ, y2 − x2, . . . , yn − xn)]dτ ,
(1.5)

where Φ1 and Φ2 must be selected suitably. From (1.4) we get formally

∆
(
∆+ 2λ

∂

∂y1

)
(Φ2 − Φ1) = 2λ∆

( ∂E
∂y1

)
. (1.6)

Let us choose Φ2(x,y) = E(|x− y|); now it is sufficient to take
(
∆+ 2λ

∂

∂y1

)
Φ1 = ∆E . (1.7)

Moreover, from (1.4) and (1.2) we have

ej(x,y) = − ∂

∂yj
E(|x− y|) . (1.8)

We take

Φ1(x,y) =
e−λ(y1−x1)

|x− y|N−2
2

f(λ|x− y|) ,

2It means for all ϕ ∈ C∞
0 (R

N ), 〈δx, ϕ〉 = ϕ(x).
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so by direct calculations we deduce

(
∆+ 2λ

∂

∂y1

)
Φ1(x,y) =

e−λ(y1−x1)

|x− y|N+2
2

[
z2f ′′(z) + zf ′(z)−

−
([N − 2

2

]2
+ z2

)
f(z)

]
≡ e−λ(y1−x1)

|x− y|N+2
2

L(f) ,
(1.9)

where z = λ|x−y| and the prime denotes differentiation with respect to z. The
equation L(f) = 0 is the Bessel modified equation which admits two indepen-
dent solutions IN−2

2
(z) and KN−2

2
(z) called modified Bessel’s functions. While

IN−2
2
(z) is regular for all values of the argument, KN−2

2
(z) is singular at z = 0.

We have for z > 0 (see [KoKo])

(i)N = 2 K0(z) = − ln z + ln 2− γ − ln
(z
2

) ∞∑

k=1

1

(k!)2

(z
2

)2k
+

+
∞∑

k=1

1

(k!)2

( k∑

j=1

(1
j

)
− γ

)(z
2

)2k

(ii)N = 3 K 1
2
(z) =

( π
2z

) 1
2 e−z ,

(1.10)

while for N ≥ 4 we get the following asymptotic expansion for z sufficiently
small

KN−2
2
(z) =

2
N−2
2 Γ(N2 )

N − 2
1

z
N−2
2

+ σ(z) , (1.11)

where γ is the Euler constant, Γ is the gamma function and the remainder σ
satisfies

dkσ

dzk
= o(z

2−N
2

−k) , k ≥ 0 , |z| → 0.

In what follows we shall treat separately the cases N = 2 and N = 3.

II.1.1 Fundamental solution in two dimensions

We start with the more complicated situation in two spatial dimensions. As
follows from (1.7), Φ1 must be in the neighborhood of z = 0 as singular as E is.
So we get

Φ1(x,y) = − 1
2π
K0(λ|x− y|)e−λ(y1−x1) (1.12)

and finally

Φ(x,y) =
1

4πλ

∫ y1−x1 {
log

√
τ2 + (x2 − y2)2+

+K0
(
λ
√
τ2 + (x2 − y2)2

)
e−λτ

}
dτ.

(1.13)

The problem consists in the right choice of the constants which corresponds
to the right choice of the lower bound of the integral on the right hand side
of (1.13). Formally we need it to be equal to ∞. Unfortunately the integral in
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(1.13) does not converge, as K0 behaves regularly at infinity (see (1.23)). We
calculate formally the derivatives of (1.13) and put

G(x− y; 2λ) = 1

4πλ

[
log

√
(y1 − x1)2 + (y2 − x2)2 +

+K0
(
λ
√
(y1 − x1)2 + (x2 − y2)2

)
e−λ(y1−x1)

]
dτ, (1.14)

H(x− y; 2λ) = 1

4πλ

∫ y1−x1

∞

[ τ2 − (y2 − x2)2

(τ2 + (y2 − x2)2)2
+

+
(
K ′′
0

(
λ
√
τ2 + (y2 − x2)2

) λ2(y2 − x2)2

τ2 + (y2 − x2)2
+ (1.15)

+K ′
0(λ
√
τ2 + (y2 − x2)2)

λτ2

(τ2 + (y2 − x2)2)
3
2

)
e−λτ

]
dτ ,

i.e G is formally taken derivative of (1.13) with respect to y1, H the second deri-
vative of (1.13) with respect to y22. First we express (1.15) in a more appropriate
way (without the integrals).

Denoting q = y2 − x2 we calculate: ( ddτK0(z) = K
′
0(z)

λτ√
τ2+q2

)

H(x− y ; 2λ) = 1

4πλ

∫ y1−x1

∞

[ τ2 − q2

(τ2 + q2)2
+
(
K ′′
0 (λ

√
τ2 + q2)

λ2q2

τ2 + q2
+

+K ′
0(λ
√
τ2 + q2)

λτ2

(τ2 + q2)
3
2

)
e−λτ

]
dτ =

=
1

4πλ

∫ y1−x1

∞

{ d
dτ

( −τ
τ2 + q2

)
+
[
K ′′
0 (λ

√
τ2 + q2)

λ2q2

τ2 + q2
+

+K ′
0(λ
√
τ2 + q2)λτ

d

dτ

( −1√
τ2 + q2

)]
e−λτ

}
dτ =

=
1

4πλ

[ −τ
τ2 + q2

]y1−x1
∞

− 1

4πλ

[
K ′
0(λ
√
τ2 + q2)

λτ√
τ2 + q2

e−λτ
]y1−x1
∞

+

+
1

4πλ

∫ y1−x1

∞

[
K ′′
0 (λ

√
τ2 + q2)λ2 +K ′

0(λ
√
τ2 + q2)

λ2

λ
√
τ2 + q2

−

− d

dτ
K0(λ

√
τ2 + q2)λ

]
e−λτdτ = − 1

4πλ

{ y1 − x1
(y1 − x1)2 + (y2 − x2)2

+

+
[
K ′
0

(
λ
√
(y1 − x1)2 + (y2 − x2)2

) λ(y1 − x1)√
(y1 − x1)2 + (y2 − x2)2

+

+K0
(
λ
√
(y1 − x1)2 + (y2 − x2)2

)
λ
]
· e−λ(y1−x1)

}
,

where we used that L(K0) = 0 outside x = y (see (1.9)).
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We define
(
r =

√
(y1 − x1)2 + (y2 − x2)2

)

O11(x− y; 2λ) =−H(x− y; 2λ) =

=
1

4πλ

[y1 − x1
r2

+
(
K ′
0(λr)

λ(y1 − x1)

r
+K0(λr)λ

)
e−λ(y1−x1)

]

O12(x− y; 2λ) =O21(x− y; 2λ) =
∂

∂y2
G(x− y; 2λ) =

=
1

4πλ

[y2 − x2
r2

+K ′
0(λr)λ

y2 − x2
r

e−λ(y1−x1)
]

O22(x− y; 2λ) =− ∂

∂y1
G(x− y; 2λ) =

= − 1

4πλ

[y1 − x1
r2

+
(
K ′
0(λr)λ

y1 − x1
r

−K0(λr)λ
)
e−λ(y1−x1)

]

(1.16)

ej(x,y) = −∂E(|x− y|)
∂yj

= − 1
2π

yj − xj
r2

. (1.17)

We shall now study the asymptotic structure of Oij(x−y; 2λ) defined in (1.16)
near zero. Using it we then verify that (OOO, e) solves (1.3) in the sense of distri-
butions. From (1.16) we easily deduce the following homogeneity property

Oij(x− y; 2λ) = Oij(2λ(x− y); 1) (1.18)

which will play an important role later on.
Now, let λr → 0. Then we have from (1.10) (i)

K0(z) =− ln z + ln 2− γ +O(z2 ln z)

K ′
0(z) =−1

z
+O(z ln z)

K ′′
0 (z) =

1

z2
+O(ln z)

K
(k)
0 (z) =

C(k)

zk
+O(z−k+2) , k ≥ 3 , |z| → 0

(1.19)

and therefore

O11(x− y; 2λ) =
1

4πλ

{y1 − x1
r2

− y1 − x1
r2

e−λ(y1−x1) − λ ln(λr)e−λ(y1−x1)
}
+

+
ln 2− γ

4π
e−λ(y1−x1) + ν11(λr)

with
ν11(λr) = ν11(z) = O(z ln z)

ν ′11(z) =O(ln z)

ν
(k)
11 (z) =O(z

−k+1) , k ≥ 2 , |z| → 0 .
Thus

O11(x− y; 2λ) =
1

4π

((y1 − x1)2

r2
+ ln

1

2λr

)
+ ν̃11(λr)

with
ν̃11(z) =O(1)

ν̃ ′11(z) =O(ln z)

ν̃
(k)
11 (z) =O(z

−k+1) , k ≥ 2 , z → 0 .
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Similarly we proceed for other terms:

O12(x− y; 2λ) =
1

4πλ

(y2 − x2
r2

− y2 − x2
r2

e−λ(y1−x1)
)
+ ν̃12(λr) =

=
1

4πλ

(y2 − x2)(y1 − x1)

r2
+ ν̃12(λr)

O22(x− y; 2λ) =− 1

4πλ

(y1 − x1
r2

− y1 − x1
r2

e−λ(y1−x1) +

+ ln(λr)λe−λ(y1−x1)
)
+
ln 2− γ

4π
e−λ(y1−x1) + ν22(λr) =

=− 1
4π

((y1 − x1)2

r2
+ ln(λr)e−λ(y1−x1)

)
+ ν̃22(λr) =

=
1

4π

((y2 − x2)2

r2
+ ln

1

2λr

)
+ ν̃22(λr) .

Summarizing we get

Oij(x− y; 2λ) =
1

4π

[
δij log

1

2λr
+
(yi − xi)(yj − xj)

r2

]
+ ν̃ij(λr) =

= Sij(x− y) +
1

4π
δij log

1

2λ
+ ν̃ij(λr) ,

(1.20)

where Sij(x− y) is the fundamental Stokes tensor (see e.g. [Ga1]) and

ν̃ij(z) =

{
O(1) (i = j)

O(z ln z) (i 6= j)
ν̃ ′ij(z) =O(ln z)

ν̃
(k)
ij =O(z

−k+1) k ≥ 2 , z → 0 .

We are going to verify that (OOO, e) solves (1.3) in the sense of distributions. Let
us observe from (1.16) that

O11(x− y; 2λ) =
1

2λ

∂E
∂y1
(x− y)− 1

2λ

∂Φ1
∂y1
(x− y; 2λ)−

−Φ1(x− y; 2λ)

O12(x− y; 2λ) =O21(x− y; 2λ) =
1

2λ

∂E
∂y2
(x− y)− (1.21)

− 1
2λ

∂Φ1
∂y2
(x− y; 2λ)

O22(x− y; 2λ) =− 1
2λ

∂E
∂y1
(x− y) + 1

2λ

∂Φ1
∂y1
(x− y; 2λ) ,

where Φ1(x−y; 2λ) = Φ1(x,y) is defined in (1.12). We therefore easily see that
Oij , ej solves (1.3)1 for x 6= y. Moreover

∂O12
∂y1

+
∂O22
∂y2

= 0 for x 6= y
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and

∂O11
∂y1

+
∂O21
∂y2

=
1

2λ
∆yE − 1

2λ

(
∂2Φ1
∂y21

+
∂2Φ1
∂y22

)
− ∂Φ1
∂y1

=

=− 1
2λ

(
∂2Φ1
∂y21

− ∂2Φ1
∂y22

)
− ∂Φ1
∂y1

for x 6= y. Let us verify that last expression is equal zero. Evidently

− 1
2λ

(
∂2Φ1
∂y21

+
∂2Φ1
∂y22

)
+
∂Φ1
∂y1

=

=
1

2λ

(
K ′′
0 (λr)λ

2 +K ′
0(λr)

λ

r
− λ2K0(λr)

)
e−λ(y1−x1) = 0

for r 6= 0 (see (1.9)). Moreover from (1.20) we have that |OOO(x−y)| ≤ C ln |x−y|
for |x− y| ≪ 1 (see (1.20)) and therefore

∂Oij

∂yi
= 0 in D′(R2) .

It remains to verify that

−
(
∆+ 2λ

∂

∂y1

)
Oij(x− y; 2λ)−

∂

∂yi
ej(x− y) = δijδx .

Due to the asymptotic behaviour of OOO and due to the fact that

lim
ε→0+

∫

∂Bε(x)
ej(x− y)ni(y)Fj(y) dyS =

1

2
Fj(x)δij

we have to check that

lim
ε→0+

∫

∂Bε(x)

∂Oij(x− y)
∂n

Fj(y) dS =
1

2
Fj(x)δij . (1.22)

Namely, then we easily get

∫

R
2

[
Oij(x− y; 2λ)[(−∆y + 2λ

∂

∂y1
)Fj(y)] + ej(x− y)

∂Fj
∂yi
(y)
]
dy =

= v.p.
∫

R
2

[
(−∆y − 2λ

∂

∂y1
)Oij(x− y; 2λ)−

∂ej
∂yi
(x− y)

]
Fj(y) dy+

+ lim
ε→0+

[
2λ
∫

∂Bε(x)
Oij(x− y; 2λ)n1(y)Fj(y) dyS−

−
∫

∂Bε(x)
Oij(x− y; 2λ)nk(y)

∂Fj
∂yk
(y)dyS+

+
∫

∂Bε(x)

∂Oij(x− y; 2λ)
∂n

Fj(y) dyS +
∫

∂Bε(x)
ej(x− y)ni(y)Fj(y) dyS

]
=

= lim
ε→0+

∫

∂Bε(x)

[
∂Oij(x− y; 2λ)

∂n
+ ej(x− y)ni(y)

]
Fi(y) dyS = Fj(x)δij .
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From (1.20) we get after straightforward calculations that

∂O11
∂n
=
1

4πr
+O(ln r)

∂O12
∂n
=
∂O21
∂n

= O(ln r)

∂O22
∂n
=
1

4πr
+O(ln r)

and therefore (1.22) follows. Thus (OOO, e), defined by (1.16) and (1.17) solves
(1.3) in the sense of distributions, i.e. it is the fundamental solution to (0.1) in
R
2.
The next part is devoted to the asymptotic properties for λr → ∞ . Unlike

the Stokes fundamental tensor we get anisotropic structure here. First, let us
recall that (see [KoKo]):

K0(z) =
(
π

2z

) 1
2

e−z
[ ν−1∑

k=0

Γ(k + 12)

k!Γ(12 − k)
(2z)−k + σν(z)

]
, (1.23)

where
dkσν
dzk

= O(zk−ν) as z → ∞ , k ≥ 0 .
Especially

K0(z) =
( π
2z

) 1
2 e−z

[
1− 1
8z
+

9

2!(8z)2
+O(z−3)

]

K ′
0(z) =

( π
2z

) 1
2 e−z

[
− 1− 3

8z
+
15

128z2
+O(z−3)

]

K ′′
0 (z) =

( π
2z

) 1
2 e−z

[
1 +

7

8z
+
57

128z2
+O(z−3)

]

K ′′′
0 (z) =

( π
2z

) 1
2 e−z

[
− 1− 11

8z
− 225

128z2
+O(z−3)

]

(1.24)

We pass to the polar coordinates with the origin at (x1, x2). So

y1 − x1= r cosϕ

y2 − x2= r sinϕ .

Denoting
s = (r + y1 − x1) = r(1 + cosϕ)

formulas (1.16) furnish:

O11(r, ϕ; 2λ) =
1

4πλ

[cosϕ
r
+ e−λs

√
π

2λr

{
λ cosϕ (−1− 3

8λr
) + λ(1− 1

8λr
) +

+ λν(λr)
}]

O12(r, ϕ; 2λ) =
1

4πλ

[sinϕ
r
+ λ sinϕ e−λs

√
π

2λr

{
− 1− 3

8λr
+ λν(λr)

}]
(1.25)

O22(r, ϕ; 2λ) =− 1

4πλ

[cosϕ
r
+ e−λs

√
π

2λr

{
λ cosϕ (−1− 3

8λr
)− λ(1− 1

8λr
) +

+ λν(λr)
}]
,
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where Dkν(z) = O(z−k−2) as z → ∞, k ≥ 0.
Before starting the study of asymptotic behaviour at infinity, let us recall

several more or less trivial facts. We have (see also Lemma 3.1)

∂s

∂y1
=
s

r
,

∂s

∂y2
=
(y2 − x2)

r
= sinϕ ,

∂ϕ

∂y2
=
cosϕ

r
,

∂ϕ

∂y1
= −sinϕ

r
,

s ∼ r for y1 − x1 ≥ 0 but s ∼ (y2 − x2)2

r
for y1 − x1 < 0

e−λs sin2 ϕ λr = λse−λs(1− cosϕ ) ≤ 2e−1 .

So from (1.25) we get the following asymptotic expansion of OOO

O11(r, ϕ; 2λ) =
1

4πλr
cosϕ − 1

4
√
2πλr

e−λs
[
cosϕ − 1 +

+
1

λr
(
3

8
cosϕ +

1

8
) + ν(λr)

]

O12(r, ϕ; 2λ) =
1

4πλr
sinϕ − 1

4
√
2πλr

e−λs sinϕ
[
1 +

3

8λr
+ ν(λr)

]
(1.26)

O22(r, ϕ; 2λ) =− 1

4πλ
cosϕ +

1

4
√
2πλr

e−λs
[
(1 + cosϕ ) +

+
1

λr
(
3

8
cosϕ − 1

8
) + ν(λr)

]
.

In particular we have the following uniform behaviour

|O12(x− y; 2λ)|, |O22(x− y; 2λ)| ≤
C

λr

|O11(x− y; 2λ)| ≤
C√
λr




as λr → ∞ . (1.27)

Moreover, from (1.26)1 we may deduce the following anisotropic structure

|O11(x− y; 2λ)| ≤
C√

λr
√
1 + λs

. (1.28)

Now we might calculate the derivatives and get the asymptotic expansions of
them. As we are interested only in the estimates of the type (1.27)− (1.28) , we
do not do it. We rather observe that

∣∣∣
∂

∂y1
(e−λs)

∣∣∣ =
∣∣∣e−λs

λs

r

∣∣∣ ≤ C

r
,

while
∣∣∣
∂

∂y2
(e−λs)

∣∣∣ = |e−λsλ sinϕ | ≤ C
√
λ√

r
√
1 + λs

.
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Moreover, as the derivatives of ϕ with respect to y1 produce a sinus (unlike the
derivate with respect to y2), we get easily

∣∣∣
∂

∂y2
O11(x− y; 2λ)

∣∣∣≤ C

r(1 + λs)
∣∣∣
∂

∂y2
O12(x− y; 2λ)

∣∣∣ ,
∣∣∣
∂

∂y1
O11(x− y; 2λ)

∣∣∣≤ C√
λr r

√
1 + λs

(1.29)

∣∣∣
∂

∂y1
O12(x− y; 2λ)

∣∣∣
∣∣∣
∂

∂y1
O22(x− y; 2λ)

∣∣∣ ,
∣∣∣
∂

∂y2
O22(x− y; 2λ)

∣∣∣
≤ C

λr2
,

where for the last term we used the fact that ∂
∂y2
cosϕ = − sinϕ cosϕ

r .
For higher derivatives we do not need such precise estimates. We therefore

only observe that

∣∣∣
∂2

∂y22
O11(x− y; 2λ)

∣∣∣ ≤ C
√
λ

r
3
2 (1 + λs)

3
2

(1.30)

while for the other terms we have the following uniform estimate

|D̃2OOO(x− y; 2λ)| ≤ C

r2
, (1.31)

where D̃2OOO contains all second derivatives of OOO except of ∂2O11
∂y22

. For higher

derivatives we then easily see that

|DkOij(x− y; 2λ)| ≤
Cλ

k
2
− 1
2

r
k
2
+ 1
2

for k ≥ 3 . (1.32)

The proofs are the same as for the first derivatives. We could, certainly,
get a more precise structure of higher gradients of OOO including its anisotropic
structure. But as we do not need it, we skip such a study.
Another interesting task is the local and global integrability of the funda-

mental Oseen tensor. We shall mention it in the next chapter.

II.1.2 Fundamental solution in three dimensions

The study of the threedimensional Oseen fundamental tensor is from several
point of view easier than the twodimensional one. It also indicates that we may
expect the same for our problem in exterior domain.
Using again the fact that Φ1 must behave around z = 0 in the same way as

E , we get from (1.10) (ii) that

Φ1 = − 1
2π

√
λ

2π|x− y|K1/2(λ|x− y|)e
−λ(y1−x1) . (1.33)

Inserting (1.33) into (1.5)

Φ(x,y) = − 1

8πλ

∫ y1−x1 1− exp {−λ(
√
τ2 + (y2 − x2)2 + (y3 − x3)2 + τ)}√

τ2 + (y2 − x2)2 + (y3 − x3)2
dτ .
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Unlike the twodimensional case we may fix the constant up to which Φ is defined
by taking Φ(x,x) = 0 . Therefore

Φ(x,y) = − 1

8πλ

∫ λ(|x−y|+y1−x1)

0

1− e−τ

τ
dτ (1.34)

and from (1.8) we have

ej = − 1
4π

yj − xj
|x− y|3 . (1.35)

We next start to calculate Oij . Similarly as in the twodimensional case we use
the anisotropic function (r = |x− y|)

s = (r + y1 − x1) .

By direct calculation we can verify (compare also with the twodimensional case)

∂s

∂y1
=
s

r
,

∂s

∂yi
=
yi − xi
r

i = 2, 3 .

Evidently

∂Φ

∂y1
=− 1

8πλ

1− e−λs

r

∂Φ

∂y2
=− 1

8πλ

1− e−λs

s

y2 − x2
r

(1.36)

∂Φ

∂y3
=− 1

8πλ

1− e−λs

s

y3 − x3
r

.

We easily see that Oij is a smooth function outside the origin. This can be

verified using the fact that f(y) = 1−e−y

y is smooth on [0,∞) what follows
either by induction or by regarding its Taylor expansion around zero.
Taking derivatives in (1.36) and using (1.1) we finally get

O11(x− y; 2λ) =
1

8πλ

{(y2 − x2)2 + (y3 − x3)2

r2

(λe−λs

s
− (1− e−λs)

s2
−

− 1− e−λs

rs

)
+
2(1− e−λs)

rs

}

O22(x− y; 2λ) =
1

8πλ

{(y3 − x3)2

r2

(λe−λs

s
− 1− e−λs

s2
− 1− e−λs

rs

)
+

+
e−λsλs
r2

− 1− e−λs

r2
y1 − x1

r
+
1− e−λs

rs

}

O33(x− y; 2λ) =
1

8πλ

{(y2 − x2)2

r2

(λe−λs

s
− 1− e−λs

s2
− 1− e−λs

rs

)
+

+
e−λsλs
r2

− 1− e−λs

r2
y1 − x1

r
+
1− e−s

rs

}
(1.37)
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O12(x− y; 2λ) =− 1

8πλ

[λe−λs

r

y2 − x2
r

− 1− e−λs

r2
y2 − x2

r

]

O13(x− y; 2λ) =− 1

8πλ

[λe−λs

r

y3 − x3
r

− 1− e−λs

r2
y3 − x3

r

]

O23(x− y; 2λ) =− 1

8πλ

[λe−λs

s

(y2 − x2)(y3 − x3)

r2
− 1− e−λs

s2
·

· (y2 − x2)(y3 − x3)

r2
− 1− e−λs

s

(y2 − x2)(y3 − x3)

r3

]
.

As for N = 2, we study separately the asymptotic properties of Oij if λr → 0
and λr → ∞. We have the following homogeneity property which is a con-
sequence of (1.37)

Oij(x− y; 2λ) = 2λOij(2λ(x− y); 1) . (1.38)

We have in the case of λr → 0:

O11(x− y; 2λ) =
1

8πr

[
− (y2 − x2)2 + (y3 − x3)2

r2
+ 2 + 2

1− e−λs − λs

λs
+

+
(y2 − x2)2 + (y3 − x3)2

r2

{r
s
(
λse−λs − 1 + e−λs

λs
) +

λs+ e−λs − 1
λs

}]

=
1

8πr

(
1 +
(y1 − x1)2

r2

)
+R11(λ|x− y|) ,

where

∇kR11(λr) = λ
k+1O

( 1

(λr)k

)
, k ≥ 0 as λr → 0 .

We proceed analogously for other terms and recalling that the fundamental
Stokes tensor in three dimensions has the form (see e.g. [Ga1])

Sij(x− y) =
1

8π

( δij
|x− y| +

(yi − xi)(yj − xj)

|x− y|3
)

(1.39)

we get

Oij(x− y; 2λ) = Sij(x− y) +Rij(x− y;λ) (1.40)

with

Dk
yRij(x− y;λ) = λk+1O

( 1

(λ|x− y|)k
)
, k ≥ 0 as λ|x− y| → 0 .

Next part is devoted to the study at infinity. We have

O11(x− y; 2λ) =
1

8πr

[(y2 − x2)2 + (y3 − x3)2

rs

(
e−λs − 1− e−λs

λs

)]
+

+
1

4πr

1− e−λs

λs
+
1

8πr

(y2 − x2)2 + (y3 − x3)2

r2
1− e−λs

λs
.

(1.41)
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Now as e−λs ≤ 1−e−λs

λs ∀s > 0 and

(yj − xj)2

rs
≤ C for j = 2, 3

(
s ∼ (x2 − y2)2 + (x3 − y3)2

r
if y1 − x1 < 0

)

(
s ∼ r if y1 − x1 ≥ 0

)
,

we get that

|O11(x− y; 2λ)| ≤
C

r

1− e−λs

λs
.

Analogously we proceed for other terms and finally we get the following uniform
and anisotropic decay as λ|x− y| → ∞:

|Oij(x− y; 2λ)| ≤
C

r

|Oij(x− y; 2λ)| ≤
C

r(1 + λs)

i, j = 1, 2, 3 . (1.42)

Moreover, let us observe that from (1.41) and ∇(e−λs) ≤ C∇(1−e−λs

λs ) it
follows that for k ≥ 1

|∇kOij(x− y; 2λ)| ≤ C
∣∣∣∇k

(1
r

1− e−λs

λs

)∣∣∣ (1.43)

Recalling that ∣∣∣
∂s

∂yj

∣∣∣ =
∣∣∣
yj − xj

r

∣∣∣ ≤ C

√
s

r
j = 2, 3

we get

∣∣∣
∂Oij

∂y1
(x− y; 2λ)

∣∣∣≤ C

r2
1− e−λs

λs
+
C

r

(1− e−λs − λse−λs

λs2
∂s

∂y1

)
≤

≤ C

r2

(1− e−λs

λs
+ e−λs

)
≤ C

r2
1

(1 + λs)

∣∣∣
∂Oij

∂yj
(x− y; 2λ)

∣∣∣≤ C

r2
1− e−λs

λs
+
C

r

(1− e−λs − λse−λs

λs2
∂s

∂yj

)
≤ (1.44)

≤ C

r
3
2

(1− e−λs

λs
√
r
+
1− e−λs − λse−λs

λs
3
2

)
≤

≤ C
√
λ

r
3
2 (1 + λs)

3
2

j = 2, 3 .

Analogously we proceed for higher derivatives and get

∣∣∣
∂2Oij

∂y21
(x− y; 2λ)

∣∣∣≤ C

r3(1 + λs)
(1.45)

∣∣∣
∂2Oij

∂y1∂yk
(x− y; 2λ)

∣∣∣≤
√
λC

r
5
2 (1 + λs)

3
2

, k = 2, 3 (1.46)

∣∣∣
∂2Oij

∂yk∂yl
(x− y; 2λ)

∣∣∣≤ λC

r2(1 + λs)2
, k, l = 2, 3 . (1.47)
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For higher derivatives we need only uniform estimates,

|∇kOij(x− y; 2λ)| ≤
Cλ

k
2

r1+
k
2

k ≥ 3 . (1.48)

The local and global integrability properties will be studied in the next chapter.

II.2 Oseen flow in exterior domains

This section contains several existence and uniqueness lemmas as well as the
integral representation of solutions to the Oseen problem in exterior domains.
The results are given without proof; they can be found e.g. in [Ga1] and in
[No2], or (even for a more general problem) will be given in Chapter III.

Lemma 2.1 (Existence of pressure)
Let Ω be an exterior domain in R

N , N ≥ 2. Let f ∈W−1,q
0 (Ω′), 1 < q <∞, for

any bounded subdomain Ω′ with Ω
′ ⊂ Ω. Then, to every q-weak solution v we

can associate a pressure field p ∈ Lqloc(Ω) such that

∫

Ω
(∇v∇ψψψ − βv

∂ψψψ

∂y1
) dx =

∫

Ω
p∇· ψψψ dx+ 〈f , ψψψ〉 (2.1)

for all ψψψ ∈ C∞
0 (Ω). Furthermore, if Ω is locally lipschitzian and f ∈W−1,q

0 (ΩR),
R > diamΩc, then p ∈ Lq(ΩR).

Lemma 2.2 (Regularity)
Let f ∈Wm,q

loc (Ω), m ≥ 0, 1 < q <∞ and let

v ∈W 1,q
loc (Ω) , p ∈ Lqloc(Ω)

with v weakly divergence free, satisfy (2.1) for all ψψψ ∈ C∞
0 (Ω). Then

v ∈Wm+2,q
loc (Ω) , p ∈Wm+1,q

loc (Ω) .

In particular, if f ∈ C∞(Ω), then v, p ∈ C∞(Ω). Furthermore, if Ω is of class
Cm+2 and

f ∈Wm,q
loc (Ω) , v∗ ∈W

m+2− 1
q
,q(∂Ω) ,

then

v ∈Wm+2,q
loc (Ω) , p ∈Wm+1,q

loc (Ω) .

In particular, if Ω is of class C∞ and f ∈ C∞(Ω), v∗ ∈ C∞(∂Ω), then v,
p ∈ C∞(Ω

′
) for all bounded Ω′ ⊂ Ω.

The proof of existence of the weak solution to (0.1) is much simpler for the
threedimensional exterior domains than for the plane flow (see also Chapter
III). We have
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Lemma 2.3 (Existence of 3–D flow)
Let Ω be a threedimensional exterior, locally lipschitzian domain. Given

f ∈ D−1,2
0 (Ω) , v∗ ∈W

1
2
,2(∂Ω) ,

there exists one and only one generalized solution to (0.1). This solution satisfies
the estimates

‖v‖2,ΩR
+ |v|1,2 ≤ c1(|f |−1,2 + (1 + β)‖v∗‖ 1

2
,2,(∂Ω))∫

S3
|v(R,ω)dω = O

( 1
R

)
as R→ ∞

‖p‖2,ΩR/R ≤ c2(|f |−1,2 + (1 + β)|v|1,2)

(2.2)

for all R > diam(Ωc). In (2.2)3 p is the pressure associated to v by Lemma 2.1,
while ci = ci(R,Ω) and ci → ∞ as R→ ∞.

In the twodimensional case the study is much more delicate. Using the
procedure proposed by Finn and Smith in [FiSm] we finally get

Lemma 2.4 (Existence of 2–D flow)
Let Ω be a twodimensional exterior, locally lipschitzian domain. Given3

f ∈ D−1,2
0 (Ω) ∩ Lq(Ω) , 1 < q <

3

2

v∗ ∈W
1
2
,2(∂Ω) ,

∫

∂Ω
v∗ · ndS = 0

there exists one and only one generalized solution to (0.1). Moreover, for all
R > diam(Ωc) this solution verifies

v∈D2,q(ΩR) ∩D1,
3q
3−q (ΩR) ∩ L

3q
3−2q (Ω)

v2 ∈L
2q
2−q (Ω) ∩D1,q(Ω)

∂v1
∂x1

∈Lq(Ω)
p∈D1,q(ΩR) ,

(2.3)

where p is the pressure field associated to v by Lemma 2.1. Finally the following
estimate holds

‖v‖2,ΩR
+ |v|1,2 + β

(
‖v2‖ 2q

2−q
+ |v2|1,q +

∥∥∥
∂v1
∂x1

∥∥∥
q

)
+ b‖v‖ 3q

3−2q
+ β

1
3 |v|1, 3q

3−q
,ΩR

+|v|2,q,ΩR + |p|1,q,ΩR ≤ c(‖f‖q + |f |−1,2 + (1 + β)2‖v∗‖ 1
2
,2,(∂Ω)) ,

where b = min(1, β
2
3 ) and c = c(q,Ω, R).

3see Chapter III for the discussion of the necessity of the compatibility condition (zero flux
of v∗ through ∂Ω) in two space dimensions
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Lemma 2.5 (Lq–estimates)
Let Ω be an exterior domain in R

N of class Cm+2, m ≥ 0. Given

f ∈Wm,q(Ω) ,v∗ ∈W
m+2− 1

q
,q(∂Ω) , 1 < q <

N + 1

2
,

there exists one and only one solution corresponding to the Oseen problem (0.1)
such that

v∈Wm,s2(Ω)
⋂{ m⋂

l=0

[
Dl+1,s1(Ω)

⋂
Dl+2,q(Ω)

]}

p∈
m⋂

l=0

Dl+1,q(Ω)

with s1 =
(N+1)q
N+1−q , s2 =

(N+1)q
N+1−2q . If N = 2, we also have

v2 ∈W
m, 2q
2−q (Ω)

⋂( m⋂

l=0

Dl+1,q(Ω)
)
.

Moreover, v, p verify

a1‖v‖m,s2 + β
∥∥∥
∂v

∂x1

∥∥∥
m,q
+

m∑

l=0

(a2|v|l+1,s1 + |v|l+2,q + |p|l+1,q) ≤

≤ c(‖f |m,q + ‖v∗‖m+2− 1
q
,q,(∂Ω))

(2.4)

and, if N = 2,

β(‖v2‖m, 2q
2−q
+ ‖∇v2‖m+1,q) + a1‖v‖m, 3q

3−2q
+ β

∥∥∥
∂v1
∂x1

∥∥∥
m,q
+

+
m∑

l=0

(a2|v|l+1, 3q
3−q
+ |v|l+2,q + |p|l+1,q) ≤ c(‖f‖m,q + ‖v∗‖m+2− 1

q
,q,(∂Ω))

(2.5)

with a1 = min{1, β
2

N+1 }, a2 = min{1, β
1

N+1 }. The constant c depends on
m, q,N,Ω and β. However, if q ∈ (1, N2 ) and β ∈ (0;B] for some B > 0, c
depends solely on m, q,N,Ω and B.

We denote
TT (e) = 2D(e) + βe1I

T(v, p) = 2D(v)− pI .
(2.6)

Let us recall that the fundamental Oseen tensor OOO = SS + NN , where D2SS
(the fundamental Stokes tensor) is the Calderón–Zygmung singular kernel while
D2NN is locally integrable. Assuming fi = ∂Fik

∂xk
with F ∈ C∞

0 (Ω), we get the
following set of integral representation formulas:

Lemma 2.6 (Integral representation)
Let Ω ⊂ R

N , N = 2, 3 be an exterior domain of class C2, fi =
∂Fik
∂xi

with
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F ∈ C∞
0 (Ω). Let wj = {Oij(· ;β)}, i = 1, 2, . . . , N , ej be the fundamental

Oseen solution. Let α ∈ N
N . Then we have

Dαvj(x) =
∫

Ω
Oij(x− y;β)

∂

∂yk
DαFik(y)dy+

+
∫

∂Ω

[
Dαvi(y)Til(wj , ej)(x− y;β)− βOij(x− y;β)Dαvi(y)δ1l+

+Oij(x− y;β)Til(Dαv, Dαp)(y)
]
nl(y)dS

(2.7)

Dαvj(x) =
∫

Ω

∂Oij(x− y;β)
∂xk

DαFik(y)dy+

+
∫

∂Ω

[
Dαvi(y)Til(wj , ej)(x− y;β)− βOij(x− y;β)Dαvi(y)δ1l+

+Oij(x− y;β)Til(Dαv, Dαp)(y) +Oij(x− y;β)DαFil(y)
]
nl(y)dS

(2.8)

∂

∂xr
Dαvj(x) =

∫

Ω

∂Oij(x− y;β)
∂xr

∂

∂yk
DαFik(y)dy+

+
∫

∂Ω

[∂Oij(x− y;β)
∂xr

Til(D
αv, Dαp)(y)+ (2.9)

+Dαvi(y)
∂

∂xr
Til(wj , ej)(x− y;β)− β

∂Oij(x− y;β)
∂xr

Dαvi(y)δ1l
]
nl(y)dS

∂

∂xr
Dαvj(x) = v.p.

∫

Ω

∂2Sij(x− y;β)
∂xk∂xr

DαFik(y)dy+

+
∫

Ω

∂2Nij(x− y;β)
∂xk∂xr

DαFik(y)dy + cijkrDαFik(x)+ (2.10)

+
∫

∂Ω

[
Dαvi(y)

∂Til(wj , ej)(x− y;β)
∂xr

− β
∂Oij(x− y;β)

∂xr
Dαvi(y)δ1l+

+
∂Oij(x− y;β)

∂xr
Til(D

αv, Dαp)(y) +
∂Oij(x− y;β)

∂xr
DαFil(y)

]
nl(y)dS

∂2

∂xr∂xs
Dαvj(x) = v.p.

∫

Ω

∂2Sij(x− y;β)
∂xr∂xs

∂

∂yk
DαFik(y)dy+

+
∫

Ω

∂2Nij(x− y;β)
∂xr∂xs

∂

∂yk
DαFik(y)dy + cijrs

∂

∂xk
DαFik(x)+ (2.11)

+
∫

∂Ω

[
Dαvi(y)

∂2

∂xr∂xs
Til(wj , ej)(x− y;β)− β

∂2Oij(x− y;β)
∂xr∂xs

Dαvi(y)δ1l+

+
∂2Oij(x− y;β)

∂xr∂xs
Til(D

αv, Dαp)(y)
]
nl(y)dS

Dαp(x) =
∫

Ω
ei(x− y)

∂

∂yk
DαFik(y)dy+

+
∫

∂Ω

[
Dαvi(y)Til(e)(x− y) + ei(x− y)Til(Dαv, Dαp)(y)−

−βei(x− y)Dαvi(y)δ1l
]
nl(y)dS

(2.12)



34 M. Pokorný: Asymptotic behaviour . . .

Dαp(x) = v.p.
∫

Ω

∂ei(x− y)
∂xk

DαFik(y)dy + cikDαFik(x)+

+
∫

∂Ω

[
Dαvi(y)Til(e)(x− y) + ei(x− y)Til(Dαv, Dαp)(y)−

−βei(x− y)Dαvi(y)δ1l + ei(x− y)DαFil(y)
]
nl(y)dS

(2.13)

∂

∂xr
Dαp(x) = v.p.

∫

Ω

∂ei(x− y)
∂xr

∂

∂yk
DαFik(y)dy + cir

∂

∂yk
DαFik(x)+

+
∫

∂Ω

[
Dαvi(y)

∂

∂xr
Til(e)(x− y) +

∂ei(x− y)
∂xr

Til(D
αv, Dαp)(y)− (2.14)

−β∂ei(x− y)
∂xr

Dαvi(y)δ1l
]
nl(y)dS .

Remark 2.1 By standard density argument we can show that the integral
representation remains valid even for a much larger class of function. Namely,
assuming that Dαv ∈W 2,q

loc (Ω), D
αp ∈W 1,q

loc (Ω) we get the following conditions:

• (2.7) ∇DαF ∈ Lq(Ω), 1 < q < N+1
2

• (2.8) DαF ∈ Lq(Ω), 1 < q < N + 1

• (2.9) ∇DαF ∈ Lq(Ω), 1 < q < N + 1

• (2.10) ∇DαF ∈ Lq(Ω), 1 < q <∞

• (2.11) ∇DαF ∈ Lq(Ω), 1 < q <∞

• (2.12) ∇DαF ∈ Lq(Ω), 1 < q < N

• (2.13) DαF ∈ Lq(Ω), 1 < q <∞

• (2.14) ∇DαF ∈ Lq(Ω), 1 < q <∞

The proof is a special case of the integral representation given in Chapter III.
Another method of proof (under slightly different assumptions) can be found
in [Ga1].

II.3 Weighted estimates for Oseen kernels

The aim of this section is to obtain weighted estimates for convolutions with
Oseen kernels i.e. estimates for both singular and weakly singular convolutions
which appear in the integral representation for solutions to the Oseen problem
(see Lemma 2.6). There are two kinds of kernels in (2.7)–(2.14). Those which
are locally integrable will be treated in Subsections 2.3.2 and 2.3.3. The other
ones which represent the singular integrals (i.e., in our case, integrals in the
sense of the principal value) will be studied in Subsection II.3.1. Finally, the
last subsection is devoted to an easy application of these estimates. As will
be shown in the next chapter, all these estimates are applicable also for the
modified Oseen problem and therefore will be our main tool in Chapter VI.
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We shall use the following non–negative weights (A,B ∈ R, β > 0, s(x) =
|x| − x1):

σAB(x) = |x|As(x)B ,
ηAB(x) = (1 + |x|)A(1 + s(x))B ,
νAB(x) = |x|A(1 + s(x))B ,

µA,ωB (x) = η
A−ω
B (x) νω0 (x) ,

ηAB(x;β) = (1 + |βx|)A(1 + s(βx))B ,
νAB(x;β) = |x|A(1 + s(βx))B ,

µA,ωB (x;β) = η
A−ω
B (x;β) νω0 (x;β) .

(3.1)

Let us note that outside the unit ball centered at the origin the weights
ηAB(x), ν

A
B(x) and µ

A,ω
B (x) are equivalent. The reason for using different kinds

of weights will be seen later; it is essentially connected with the fact that we
shall assume β small.
Before starting this studies, let us show some properties of the function s(x).

We take N ≥ 2.

Lemma 3.1 If x1 > 0 then s(x) ∼ |x′|2
|x| ; otherwise s(x) ∼ |x|. Here x′ =

(x2, . . . , xN ).

Proof: Introducing the generalized spherical coordinates (N ≥ 3)

x1 =R cos θ1
x2 =R sin θ1 cos θ2
· · ·
xN−1=R sin θ1 · · · sin θN−2 cos θN−1
xN =R sin θ1 · · · sin θN−2 sin θN−1 ,

(3.2)

where θ1, · · · , θN−2 ∈ (0, π), θN−1 ∈ (0, 2π), we have

s = R(1− cos θ1) = 2
(R sin θ1)2

R

(
sin θ12
sin θ1

)2
.

For x1 > 0

θ1 ∈ (0, π/2) , i.e. 2
(
sin θ12
sin θ1

)2
∈
(1
2
, 1
)

what implies
1

2

|x′|2
R

≤ s(x) ≤ |x′|2
R

.

Analogously we proceed for x1 < 0 where θ1 ∈ (π/2, π) and |x| ≤ s(x) ≤ 2|x|.
If N = 2 we use the polar coordinates and the only change consists in the fact
that ϕ = θ1 ∈ (−π

2 ,
π
2 ) for x1 > 0 and ϕ ∈ [π2 , 32π] for x1 ≤ 0.

2

Next we study the integral of η−a−b (x) over the sphere for sufficiently large
R = |x|.
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Lemma 3.2 Let N ≥ 2. Then for the exponents a, b ∈ R we have
∫

∂BR

η−a−b (x)dS ∼ RN−1−a−min{N−1
2
,b} ·

(
lnR if b =

N − 1
2

)
(3.3)

as R→ ∞. Consequently, ∫
R

N η−a−b (x)dx <∞ ⇐⇒ a+min{N−1
2 , b} > N .

Proof: Using the generalized spherical coordinates (if N ≥ 3 — see (3.2))
or the polar ones (N = 2) we get

∫

∂BR

η−a−b (x)dS = C
∫ π

0
(1 +R)−a(1 + s)−bRN−1(sin θ1)

N−2dθ1 =

= C
∫ π

0
(1 +R)−a(1 +R(1− cosθ1))−bRN−1(sin θ1)

N−2dθ1 .

Changing the variable s = R(1− cosθ1) we estimate the last integral by

C(1 +R)1−a
∫ 2R

0
(1 + s)−b(

√
2sR− s2)N−3ds (3.4)

We divide the integral (3.4) into three integrals and study them separately.
Let us also note that for N = 3 (3.4) can be calculated explicitly. We have

∫ 1

0
(1 + s)−b(2sR− s2)

N−3
2 ds ∼ R

N−3
2

∫ 1

0
s

N−3
2 ds ∼ R

N−3
2 ,

∫ R

1
(1 + s)−b(2sR− s2)

N−3
2 ds ∼ R

N−3
2

∫ R

1
s−b+

N−3
2 ds ∼

∼ RN−2−min(b,N−1
2
) ·
(
lnR if b =

N − 1
2

)
,

∫ 2R

R
(1 + s)−b(2sR− s2)

N−3
2 ds ∼ R

N−3
2

−b
∫ 2R

R
(2R− s)

N−3
2 ds ∼ RN−2−b

which shows (3.3). As η−a−b (·) ∈ C(RN ), the condition implying the global inte-
grability follows trivially.

2

II.3.1 Singular integrals

As was shown in Section II.1, we may write the Oseen fundamental tensor in
the form

Oij(x− y;β) = Sij(x− y) +Nij(x− y;β) , (3.5)

where

Sij(x− y) =
1

8π

( δij
|x− y| +

(yi − xi)(yj − xj)

|x− y|3
)
(N = 3)

Sij(x− y) =
1

4π

(
δij ln

1

|x− y| +
(yi − xi)(yj − xj)

|x− y|2
)
(N = 2)

(3.6)

and the other part Nij(x − y;β) is locally integrable up to the second gra-
dient. But it is easy to see that the second gradient of Sij(x − y)4 are non–
integrable functions and therefore we must apply completely another approach
as for ∇2Nij(x− y;β).

4taken in the classical sense outside x = y
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Analogously, recalling that

ei(x− y) = − ∂

∂yi
E(|x− y|) , i = 1, 2, . . . , N , (3.7)

where E(|x − y|) is the fundamental solution to the Laplace equation, it is an
easy matter to see that the gradients of ei(x−y) represent again a kernel which
is not L1loc(R

N ). There are two (in our case equivalent) approaches how to treat
integrals of the type

∂2

∂xi∂xj
I(x) =

∂2

∂xi∂xj

∫

R
N
R(x− y)f(y)dy ,

where R stays either for E(|x − y|) or for Sij(|x − y|). Let us assume for a
moment that f ∈ C∞

0 (R
N ). Then we have (∇R ∈ L1loc(R

N ))

∂2

∂xi∂xj
I(x) =

∫

R
N

∂R(x− y)
∂xj

∂f(y)

∂yi
dy =

= lim
ε→0+

∫

Bε(x)

∂R(x− y)
∂xj

∂f(y)

∂yi
dy =

= lim
ε→0+

[ ∫

Bε(x)

∂2R(x− y)
∂xi∂xj

f(y)dy +
∫

∂Bε(x)

∂R(x− y)
∂xj

f(y)ni(y)dS
]
.

It can be shown for our kernels (see e.g. [Ga1]) that

lim
ε→0+

∫

∂Bε(x)

∂R(x− y)
∂xj

f(y)ni(y)dS = cij(R)f(x) ,

where cij(R) are constants depending only on i, j andR and can be (eventually)
equal to zero. The volume integrals of our type (i.e. in the principal value sense),
noted by

v.p.
∫

R
N

∂2R(x− y)
∂xi∂xj

f(y)dy ,

were intensively studied by several authors, see e.g. [CaZy], [St] and we have
the following result

Theorem 3.1 Let Tf = v.p.
∫
R

N K(x,y)f(y) dy, where

K(x,y) = Ω
( x− y
|x− y|

)
|x− y|−N .

Let
∫
SN
Ω dS = 0 and let

ω(t) = sup
|x−x′|≤t
|x|=|x′|=1

|Ω(x)− Ω(x′)| (3.8)

satisfies the Dini condition
∫ 1

0

ω(t)

t
dt <∞ . (3.9)

Then the operator T maps D(RN ) into Lp(RN ) for all p ∈ (1,∞) and there
exists a constant c(p) > 0 such that

‖Tf‖p ≤ c(p)‖f‖p . (3.10)
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Remark 3.1 Using the density argument, the operator T can be continuously
extended onto Lp(RN ).

Proof: see e.g. [St].

2

Another approach uses the Fourier transform (see Section VIII.4). Let us
denote (f ∈ C∞

0 (R
N ), as above)

v(x) =
∂2

∂xi∂xj
I(x) =

∫

R
N
R(x− y) ∂2

∂yi∂yj
f(y)dy , (3.11)

R as above. The kernels R and ∇R belong to L1loc(RN ) and so

F(v)(ξξ) = F
( ∫

R
N

∂

∂xi
R(x− y) ∂

∂yj
f(y)dy

)
= (2π)

N
2 F
(∂R
∂xi

)
(ξξ)F

( ∂f
∂yi

)
(ξξ) =

= (2π)
N
2 F
(∂R
∂xi

)
(ξξ)(−iξj)F(f)(ξξ) ,

the product is to be understood in the sense of S ′, see Section VIII.4.
We have from Lemmas VIII.4.13 and VIII.4.14

F(v)(ξξ) = ξiξj
|ξξ|2 F(f)(ξξ) (if R = E)

F(v)(ξξ) = ξiξj
|ξξ|2

ξkξl − δkl|ξξ|2
|ξξ|2 F(f)(ξξ) (if R = Skl) .

(3.12)

Let us denote

m1(ξξ) =
ξiξj
|ξξ|2

m2(ξξ) =
ξiξj
|ξξ|2

ξkξl − δkl|ξξ|2
|ξξ|2

(3.13)

with i, j, k, l = 1, 2, . . . , N . We can rewrite (3.12)

F(v)(ξξ) = mr(ξξ)F(f)(ξξ) , r = 1, 2 (3.14)

with mr(ξξ) bounded functions. In such situations we can apply the following
theorems on multipliers

Theorem 3.2 Let m ∈ L∞(RN ) ∩ Cs(RN \ {0}), s =
[
N
2

]
+ 1, be such that

sup
ξξ∈R

N

|α|≤s

|Dαm(ξξ)||ξξ||α| ≤ C1 . (3.15)

Then m is a Lp–multiplier for 1 < p < ∞; it means that the operator
T : S 7→ S ′ defined

Tf = F−1(mF(f)) (3.16)

maps S into Lp(RN ) and it holds

‖Tf‖p ≤ C(C1, p,N)‖f‖p . (3.17)

T can be therefore continuously extended onto Lp(RN ).
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Proof: see e.g. [St].

2

Remark 3.2 It is an easy matter to see that our kernels (3.13) satisfy (3.15).

This theorem is usually called the Marcinkiewicz multiplier theorem. The
following theorem is due to Lizorkin and is in some sense a generalization of the
Marcinkiewicz theorem and will be used in order to study the Lp–estimates for
both classical and modified Oseen problem in the whole R

N . Let us emphasize
that even for β = 0 the functions need not to satisfy (3.15) as e.g. the second
derivative of OOO.

Theorem 3.3 (Lizorkin)

Let m ∈ CN−1(RN \{0}), ∂Nm
∂ξ1...∂ξN

∈ C(RN \{0}) and let there exists β ∈ [0, 1)
such that

|Dαm(ξξ)||ξ1|α1+β . . . |ξN |αN+β ≤ C2 (3.18)

for any multiindex α = (α1, . . . , αN ) such that αi ∈ {0, 1} and |α| ≤ N . Let
1 < q < 1

β and r =
q

1−βq i.e.
1
r =

1
q − β. Then the operator T defined in (3.16)

maps S into Lr(RN ) and there exists a constant C = C(C2, q, β,N) such that

‖Tf‖r ≤ C‖f‖q . (3.19)

T can be therefore continuously extended onto Lq(RN ).

Proof: see [Liz].

2

The aim of this chapter is to develop a general Lp–weighted theory for
certain operators of the type (3.16) and certain class of weights and then to

apply it on the integral operators with kernels ∂2E
∂xi∂xj

and ∂2Sij

∂xi∂xj
and weights

introduced in (3.1).
There are again two approaches, one using the potential theory and the

other one using the Fourier transform. We only shortly mention the former
but we shall use the latter. The reason for this will be clear in the following
chapter, where we get some information only on the Fourier transform of the
fundamental solution to the modified Oseen problem, not on the solution itself.
Both approaches are taken from [KuWh], where also the proofs of Theorems
3.4 and 3.5 can be found.

Definition 3.1 The non–negative weight g belongs to the Muckenhoupt class
Ar, 1 ≤ r < +∞, if there is a constant C such that

sup
Q

[( 1
|Q|

∫

Q
g(x)dx

)( 1
|Q|

∫

Q
g(x)−

1
r−1 dx

)r−1]
≤ C <∞ (3.20)

if r ∈ (1;∞) and

sup
Q

1

|Q|

∫

Q
g(x)dx ≤ Cg(x0), ∀x0 ∈ R

N (3.21)
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if r = 1. In the first case, the supremum is taken over all cubes Q in R
N , in

the second case only over all cubes which contain x0 ; |Q| denotes the Lebesgue
measure of Q . The constant does not depend on x0.

Remark 3.3

a) For r = 1, the condition (3.21) can be replaced by

Mg(x) ≤ Cg(x) for a.a. x ∈ R
N , (3.22)

where Mg(x) is the Hardy–Littlewood maximal function (see e.g. [St]).

b) In (3.20) and (3.21) it is enough to take the supremum over all cubes with
edges parallel to an arbitrary chosen cartesian system X.

Indeed, let X be a cartesian system in R
N and X ′ another one arisen

from X by any rotation. Then we have

1

N
N
2

1

|Q1|

∫

Q1
w(x)dx ≤ 1

|Q′|

∫

Q′
w(x)dx ≤ N

N
2

|Q2|

∫

Q2
w(x)dx (3.23)

for any w ≥ 0 locally integrable function. In (3.23) Q′ is a cube with edges
parallel to the axes of X ′, Q1 is the greatest cube with edges parallel to
the axes of X such that Q1 ⊂ Q′ and Q2 is the smallest cube with edges
parallel to the axes of X such that Q′ ⊂ Q2, see Fig.1 below.
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Fig. 1

Remark 3.4 The weighted Lp–spaces are defined in Subsection VIII.1.2. Let
us only note that in general there is a difference between Lp(g)(Ω) and

Lp(g)(Ω) = C∞
0 (R

N )
‖ · ‖p,(g)

,

where ‖f‖p(g) = (
∫
R

N |f(x)|pg(x)dx)
1
p , 1 < p < ∞. Nevertheless, for our wei-

ghts defined in (3.1) and f ≡ 0 in B 1
2
(0) both spaces coincide. Generally, this

is true when e.g. g ≥ C > 0 in R
N .

Theorem 3.4 Let N ∈ N, N ≥ 2, Ω ∈ L∞(∂B1(0)) satisfies the Dini condition
(3.9),

∫
∂B1(0)

ΩdS = 0, Ω is positively homogeneous function of degree zero,

R(x) = |x|−NΩ
( x
|x|
)
.
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.
Let T be an operator with the kernel R, i.e. Tf(x) = (R ∗ f)(x) in prin-

cipal value sense and g ∈ Ap in R
N , p > 1. Then T is continuous operator

Lp(RN ; g) 7→ Lp(RN ; g).

As announced above, we shall prefer another approach. Namely

Definition 3.2 We say that a bounded function m defined on R
N \{0} belongs

to a class M(a, l) for some a ≥ 1, l = 1, 2, . . . if

sup
R>0

(
Ra|α|−N

∫

R<|ξξ|<2R
|Dαm(ξξ)|adξξ

) 1
a <∞ , ∀|α| ≤ l . (3.24)

Remark 3.5 Let us observe that if m satisfies (3.15) for s = l, then m ∈
M(a, l) for all a ≥ 1. So, in particular, our functions mi(ξξ) defined in (3.13)
satisfy (3.24) for any l ∈ N and they belong to any M(a, l), a ≥ 1, l ∈ N.

Theorem 3.5 Let 1 < a ≤ 2, Na < l ≤ N and m ∈ M(a, l), g ∈ A pl
N
. Let

N
l < p < ∞. Let T be the operator defined by (3.16). Then there exists C,
independent of f , such that

‖Tf‖p,(g) ≤ C‖f‖p,(g)

for all f ∈ C∞
0 (R

N ). Therefore, T can be continuously extended onto Lp(g)(RN ),
N
l < p <∞.

Remark 3.6 As follows from Remark 3.5, we may take for our kernels l = N .

Next part is devoted to the investigation under which conditions the weights
defined in (3.1) belong to Ar for some 1 ≤ r < +∞ . Firstly we recall several
general results:

Lemma 3.3

(i) If g1, g2 ∈ A1, then for any 1 ≤ r < +∞ the weight g1 g1−r2 ∈ Ar.

(ii) If g1, g2 ∈ Ar for some 1 ≤ r < +∞ , then for any h̄ ∈ [0; 1], gh̄1g1−h̄2 ∈ Ar.

(iii) If g ∈ Ar for some 1 ≤ r < +∞ , then for any h̄ ∈ [0; 1], gh̄ ∈ Ar.

(iv) If g ∈ Ar for some 1 ≤ r < +∞, then g ∈ Ap for all r ≤ p <∞.

Proof: (i) follows directly from the definition of A1 and Ar as

sup
Q

{( 1
|Q|

∫

Q
g1g
1−r
2 dx

)( 1
|Q|

∫

Q
g
− 1

r−1

1 g2dx
)r−1}

≤

≤ C sup
Q

( 1
|Q|

∫

Q
g1dx

)
sup
Q

( 1
|Q|

∫

Q
g2dx

)1−r
·

· sup
Q

( 1
|Q|

∫

Q
g1dx

)−1
sup
Q

( 1
|Q|

∫

Q
g2dx

)r−1
= C .
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(ii) is a direct consequence of Hölder inequality and (iii) follows from (ii) and
the fact that 1 ∈ Ap ∀ p ∈ [1,∞). The last assertion follows again from the
Hölder inequality.

2

Definition 3.3 Let µ be a non-negative Borel measure. We define the maximal
function

Mµ(x) = sup
Q

1

|Q|

∫

Q
dµ(y) , (3.25)

where the supremum is taken over all cubes Q such that x ∈ Q. Analogously
we define Mf(x) for f ∈ L1loc(R

N ), replacing dµ(y) by |f |dy. (See also Re-
mark 3.3).

Lemma 3.4

(i) If Mµ is finite for a.a. x ∈ R
N , then for any h̄ ∈ [0; 1), (Mµ)h̄ ∈ A1.

(ii) Let w ∈ A1. Then there exists a function f ∈ L1loc(R
N ) such that for

dµ(y) = |f |dy we have w ∼ (Mµ)h̄ for some h̄ ∈ [0, 1).

Proof: see e.g. [To]

2

Lemma 3.5 The weights |x|−a and (1+ |x|)−a satisfy the A1-condition on R
N

for each a ∈ [0, N).

Proof: We have that for µ = δ0 the maximal function Mµ(x) ∼ |x|−N and
so |x|−Nh̄ ∈ A1, ∀h̄ ∈ [0, 1). Further, if we define µ(A) = |A ∩ B1(0)|, then
Mµ(x) ∼ (1 + |x|)−N and again Lemma 3.4 (i) furnishes the result.

2

Using Lemmas 3.3–3.5 we shall study conditions under which our weights
defined in (3.1) belong to the Muckenhoupt classes Ar, 1 ≤ r <∞. The three-
dimensional case was intensively studied by Farwig (see [Fa1] or [Fa2]). Ne-
vertheless, as we need some generalizations of this result, we shall repeat them
here. See also [KrNoPo], where both three– and twodimensional cases are stu-
died.

Lemma 3.6 For b ∈ (−1; 2] and h̄ ∈ [0, 1) the function w
(3)
0 (x) =

( |x|b−1
s(x)

)h̄
,

x ∈ R
3 is a weight of the class A1 in R

3.

Proof: Let b ∈ (−1; 2]. We define the measure µ by

µ(A) ≡
∫

A+
xb1dx1 , (3.26)
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where A+ = {x1 ∈ R; x1 > 0 : (x1, 0, 0) ∈ A} for A ⊂ R
3, measurable.

Evidently, µ is a non-negative Borel measure on R
3. We shall show thatMµ ∼

rb−1

s
1
2
; then the assertion of the lemma follows from Lemma 3.4 (i).

Let Qa be a closed cube containing x with sides parallel to the axes (see

Remark 3.3 b)) with the side length a > |x′|, q(a) = µ(Qa)
|Qa| and |x| denotes

the maximum norm of x = (x1, x2, x3) = (x1,x′) ∈ R
3. We have to distinguish

several cases:

A) Let x1 > 0, |x′| ≤ x1 and b ∈ (−1; 0]. We first consider cubes Qa with
|x′| ≤ a ≤ x1. It is enough to take such cubes that Q+a = [x1 − a;x1].
Then we have

q(a) =
1

b+ 1

xb+11 − (x1 − a)b+1

a3
=
1

b+ 1
xb−21 ϕ

( a
x1

)

with

ϕ(y) =
1− (1− y)b+1

y3
,

|x′|
x1

≤ y ≤ 1.

Let b < 0 . Then ϕ(0+) = +∞, ϕ(1) = 1, ϕ′(1−) = +∞. We show that
there exists exactly one point y0 ∈ (0, 1) such that ϕ′(y0) = 0. We have
namely

ϕ′(y) =
(1− y)b[(b+ 1)y + 3(1− y)]− 3

y4
. (3.27)

Denoting the nominator in (3.27) by F (y), we easily see that F ∈ C[0; 1),
F (0) = 0, F (1−) =∞ and

F ′(y) = (1− y)b−1(b+ 1)[(2− b)y − 2] .

As F ′(y) > 0 for y ∈ ( 22−b ; 1) and F ′(y) < 0 for y ∈ (0; 22−b), there exists
exactly one point y0 ∈ ( 22−b ; 1) such that F (y0) = ϕ′(y0) = 0.

Now, recalling the properties of ϕ(y) we observe that the point y0 is the
only local (and global) minimum of ϕ on the interval (0; 1). Therefore
there exists exactly one point yb ∈ (0; 1) such that ϕ(yb) = 1.
If |x′| ≤ yb · x1, then ϕ attains its maximum on [ |x

′|
x1
; 1) at the point |x′|

x1
and

max{q(a); |x′| ≤ a ≤ x1} = q(|x′|) ∼
xb1
|x′|2 ∼ rb

|x′|2 .

If |x′| > yb · x1 then ϕ is maximal in 1 what yields

max{q(a); |x′| ≤ a ≤ x1} = q(x1) ∼ xb−21 ∼ rb

|x′|2 as x1 ∼ |x′| .

Now, let us consider cubes Qa with a ≥ x1 and Q+a = [0; a). Then q(a) =
ab−2

b+1 is strictly decreasing in a ≥ x1. Therefore

max{q(a);x1 ≤ a} ∼ xb−21 ≤ C
rb

|x′|2 .
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Combining this with the fact that s(x) ∼ |x′|2
r (see Lemma 3.1) we get

Mµ ∼ rb−1

s
.

If b = 0, then easily q(a) = a−2; the maximum is attained for a minimal,
i.e.

Mµ ∼ 1

|x′|2 ∼ 1

rs
.

B) Let x1 > 0, |x′| > x1, and b ∈ (−1; 0]. It suffices to consider cubes Qa
with a ≥ |x′| and Q+a = [0; a]. But then obviously

max{q(a); a ≥ |x′|} ∼ q(|x′|) ∼ |x′|b−2 ∼ rb−1

s
.

C) Let x1 > 0 and b ∈ (0; 2]. We can consider only cubes Qa such that
a ≥ |x′| but now, as b > 0, with Q+a = [x1;x1 + a]. Therefore

q(a) =
1

b+ 1

(x1 + a)b+1 − xb+11
a3

and since q(a) is evidently decreasing, we get

max{q(a); a ≥ |x′|} = q(|x′|).

Now, if |x′| < x1, then q(|x′|) ∼ xb
1

|x′|2 ∼ rb−1

s . On the other side, if

|x′| > x1, then q(|x′|) ∼ |x′|b−2 ∼ rb−1

s .

D) Let x1 < 0. We can restrict ourselves on cubes Qa with a ≥ max(|x′|, |x1|)
and Q+a = [0; a− |x1|]. Then

q(a) =
|x1|b−2
b+ 1

ϕ
( a

|x1|
)
with ϕ(y) =

(y − 1)b+1
y3

.

The function ϕ(y) vanishes in 1 and, if b < 2, at infinity. Thus for b < 2
there is a point yb > 1 such that ϕ is maximal in yb for y ≥ 1. If |x′| ≤
yb · |x1|, then

max{q(a); a ≥ |x′|} = q(yb|x1|) ∼ xb−21 ∼ rb−1

s
as s ∼ r for x1 < 0.

But if |x′| > yb · |x1|, then

max{q(a); a ≥ |x′|} ∼ q(|x′|) ∼ |x′|b−2 ∼ rb−1

s
.

The case b = 2 is trivial since q is maximal for a→ ∞ yielding

max{q(a); a ≥ |x′|} ∼ 1 ∼ r

s
.
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2

A similar result holds in two space dimensions:

Lemma 3.7 For b ∈ (−1; 1] and h̄ ∈ [0; 1) the function w
(2)
0 (x) =

( |x|b−
1
2

s(x)
1
2

)h̄
,

x ∈ R
2, is a weight of the class A1 in R

2.

Sketch of the proof:We proceed similarly as in the threedimensional case.
We again introduce the measure (3.26) and study the behaviour of q(a) = µ(Qa)

|Qa|
in four different cases.

A) Let x1 > 0, |x2| ≤ x1 and b ∈ (−1; 0]. We start again with |x2| ≤ a ≤ x1
and Q+a = [x1 − a;x1]. So we get

q(a) =
1

b+ 1

xb+11 − (x1 − a)b+1

a2
=
1

b+ 1
xb−11 ϕ

( a
x1

)

with

ϕ(y) =
1− (1− y)b+1

y2
,

|x2|
x1

≤ y ≤ 1.

Similarly as in Lemma 3.6 we first assume b < 0 . Then we can show that
there exists a unique point yb ∈ (0; 1) such that ϕ(yb) = 1.
If |x2| ≤ yb · x1, then

max{q(a); |x2| ≤ a ≤ x1} = q(|x2|) ∼
xb1
|x2|

∼ rb−
1
2

s
1
2

.

If |x2| > yb · x1, then

max{q(a); |x2| ≤ a ≤ x1} = q(x1) ∼ xb−11 ∼ rb

|x2|
∼ rb−

1
2

s
1
2

.

The case a ≥ x1 and Q+a = [0; a) is again trivial as well as the case b = 0.

B) Let x1 > 0, |x2| > x1 and b ∈ (−1; 0]. Assuming Qa such that Q+a = [0; a]
we have

max{q(a); a ≥ |x2|} ∼ q(|x2|) ∼ |x2|b−1 ∼
rb−

1
2

s
1
2

as s(x) ∼ |x2| ∼ r .

C) Let x1 > 0 and b ∈ (0; 1]. We consider again squares Qa with a ≥ |x2| and
Q+a = [x1;x1 + a]. We can easily verify that

q(a) =
1

b+ 1

(x1 + a)b+1 − xb+11
a2

is decreasing, and therefore max q(a) = q(|x2|). Now, if |x2| < x1, then

q(|x2|) ∼ xb
1

|x2| ∼
rb− 12

s
1
2
, while for |x2| > x1 we get q(|x2|) ∼ |x2|b−1 ∼ rb− 12

s
1
2
.
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D) Let x1 < 0. It is enough to consider a ≥ max{|x2|, |x1|} and the squares
Q+a = [0; a− |x1|]. Then

q(a) =
|x1|b−1
b+ 1

ϕ

(
a

|x1|

)
with ϕ(y) =

(y − 1)b+1
y2

.

As in the threedimensional case we can show that for b < 1 there exists a
point yb > 1 such that ϕ is maximal in yb. So if |x2| ≤ yb · |x1|, then

max{q(a); a ≥ |x2|} = q(yb|x1|) ∼ xb−11 ∼ rb−
1
2

s
1
2

and if |x2| > yb · |x1|, then

max{q(a); a ≥ |x2|} ∼ q(|x2|) ∼ |x2|b−1 ∼
rb−

1
2

s
1
2

.

The case b = 1 is trivial since

max{q(a); a ≥ |x2|} ∼ 1 ∼ r
1
2

s
1
2

.

2

The results of Lemmas 3.6 and 3.7 are applicable for the weight σAB. Since
we are rather interested in the weights ηAB and ν

A
B , we need the following results.

Lemma 3.8 For b ∈ (−1; 2] and h̄ ∈ [0; 1) the function w(3)1 =
(
ηb−1−1

)h̄
is a

weight of class A1 in R
3.

Proof: We have to verify that (M w
(3)
1 )(x) ≤ Cw

(3)
1 (x) a.e. in R

3 (see
Remark 3.3). Let Qa denotes, similarly as in the previous lemmas, a closed
cube with sides parallel to the axes and with the side length a; R will be a
sufficiently large constant. We again distinguish several cases:

A) s(x) ≤ 1, r = |x| ≥ R

α) a ≤ 1
2r
1
2

Then for all y ∈ Qa we have that w
(3)
1 (y) ∼ w

(3)
1 (x) and

∫

Qa

w
(3)
1 (y) dy ≤ C|Qa|w(3)1 (x) .

β) a = 1
2r
1
2
+σ, σ ∈ (0; 12 ]

Now Qa ⊂ {y ∈ R
3; ||y| − r| ≤ cr

1
2
+σ; s(y) ≤ cr2σ} and proceeding

analogously as in Lemma 3.2 we get

∫

Qa

w
(3)
1 (y) dy ≤ C

∫ r+cr
1
2+σ

r−cr
1
2+σ

̺1+(b−1)h̄d̺
∫ Cr2σ

0

ds

(1 + s)h̄
≤

≤ C|Qa|r
3
2
+(b−1)h̄+(3−2h̄)σ ≤ C|Qa|r(b−1)h̄ ≤ Cw

(3)
1 (x)

as r ≥ R≫ 1, s(x) ≤ 1.
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γ) a ≥ r
2

In this case all Qa such that x ∈ Qa are contained in the ball B4a
and therefore similarly as above

∫

Qa

w
(3)
1 (y)dy ≤ C

∫ 4a

0
(1 + ̺)2−h̄+(b−1)h̄d̺ ≤ C|Qa|a(b−2)h̄ .

Evidently,
∫

Qa

w
(3)
1 (y) dy ≤ C|Qa|r(b−2)h̄ ≤ C|Qa|r(b−1)h̄ .

B) s(x) ≥ 1, r ≥ R
Now, as b ≤ 2 and s ≤ r, we have

(
1 +
1

r

)b−1
≤ C

(
1 +
1

r

)
≤ C

(
1 +
1

s

)

and so

w
(3)
1 (x) ≤

((1 + r)b−1

(1 + s)

)h̄
≤ C

r(b−1)h̄

sh̄
= C w(3)0 (x) .

So, for all y ∈ R
3 we have that w(3)1 (y) ≤ w

(3)
0 (y). But then, as w

(3)
0 ∈ A1,

we have
∫

Qa

w
(3)
1 (y) dy ≤ C

∫

Qa

w
(3)
0 (y) dy ≤ C |Qa|w(3)0 (x) .

As |x| ≥ 1, s(x) ≥ 1 , we have w(3)0 (x) ≤ C w
(3)
1 (x) and the required

inequality follows.

C) r ≤ R

α) If a
2 ≤ R, then trivially

∫

Qa

w
(3)
1 (y) dy ≤ C |Qa|w(3)1 (x).

β) If a2 > R, then Qa ⊂ B3a and analogously as in Aγ)

∫

Qa

w
(3)
1 (y)dy ≤

∫

B3a
w
(3)
1 (y) dy ≤ C

∫ 3a

0
(̺+ 1)2−h̄+(b−1)h̄d̺ ≤

≤ C a3+(b−2)h̄ ≤ C1 |Qa| a(b−2)h̄ .

As b ≤ 2,
∫

Qa

w
(3)
1 (y)dy ≤ C|Qa| ≤ C2|Qa|w(3)1 (x) .

2

In the case of the weight νAB(x) we have



48 M. Pokorný: Asymptotic behaviour . . .

Lemma 3.9 For b ∈ (−1; 1] and h̄ ∈ [0; 1) the function w(3)2 =
(
νb−1−1

)h̄
is a

weight of class A1 in R
3.

Proof: We proceed analogously as in Lemma 3.8. The part A) remains the
same; in the part B) we use that (1 + 1

s(y))
−h̄ ≤ 1 for all y ∈ R

3. The only

difference is in part C where we have to assume that w(3)2 (x) ≥ C > 0 for
|x| ≤ R. This is true only for b ≤ 1.

2

Next we continue with the twodimensional case.

Lemma 3.10

(i) For b ∈ (−1; 1] and h̄ ∈ [0; 1) the function w(2)1 =
(
η
b− 1
2

− 1
2

)h̄
is a weight of

class A1 in R
2.

(ii) For b ∈ (−1; 12 ] and h̄ ∈ [0; 1) the function w(2)2 =
(
ν
b− 1
2

− 1
2

)h̄
is a weight of

class A1 in R
2.

Proof: The demonstration of the first assertion is completely analogous
to the proof of Lemma 3.8. Only in part Aβ) the estimates are slightly more
technical, similarly as in Lemma 3.2.
The proof of the other part is then the same as the proof of Lemma 3.9.

2

Using Lemma 3.3 one can now show

Theorem 3.6

(i) Let −1 < B < p − 1, −3 < A + B < 3(p − 1). Then the weights ηAB and
σAB are Ap-weights in R

3 for p ∈ (1;∞).

(ii) Let −1 < B < p − 1, −3 < A + B < 3(p − 1) and −3 < A < 3(p − 1).
Then the weight νAB is a Ap-weight in R

3 for p ∈ (1;∞).

Proof: We start with the weight ηAB; the proof for σ
A
B is exactly the same.

We have that for b ∈ (−1; 2], a ∈ [0; 3) and h̄ ∈ [0; 1)

η
−a−(p−1)(b−1)h̄
h̄(p−1) ∈ Ap B ∈ [0; p− 1), A = −a− (b− 1)B

i.e. ηAB ∈ Ap for
η
a(p−1)+(b−1)h̄
−h̄ ∈ Ap B ∈ [−1; 0], A = a(p− 1)− (b− 1)B .

We have for B ∈ [0; p− 1)

A ≤ 0− (b− 1)B < 2B

A > −3− (b− 1)B ≥ −3−B
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and for B ∈ (−1; 0]

A < 3(p− 1)− (b− 1)B ≤ 3(p− 1)−B

A ≥ −(b− 1)B > 2B .

Now, using Lemma 3.3 (ii) we get easily the statement. For the weight νAB
only weaker results are available. Namely

(
νb−1−1

)h̄
∈ A1 for b ∈ (−1; 1] , h̄ ∈ [0; 1) .

Using that |x|−a ∈ A1 for a ∈ [0; 3) and applying Lemma 3.3 (i) we have

ν
−a−(p−1)(b−1)h̄
h̄(p−1) ∈ Ap B ∈ [0; p− 1), A = −a− (b− 1)B

i.e. νAB ∈ Ap for
η
a(p−1)+(b−1)h̄
−h̄ ∈ Ap B ∈ [−1; 0], A = a(p− 1)− (b− 1)B .

We have for B ∈ [0; p− 1)

A ≤ −(b− 1)B < 2B

A > −3− (b− 1)B ≥ −3

and for B ∈ (−1; 0]

A < 3(p− 1)− (b− 1)B ≤ 3(p− 1)
A ≥ −(b− 1)B > 2B .

Again, Lemma 3.3 (ii) finishes the proof.

2

Corollary 3.1 Let 0 ≤ ω ≤ A, B ∈ (−1; p−1), A < min{3(p−1), 3(p−1)−B}.
Then the weight µA,ωB is a Ap–weight in R

3, p ∈ (1;∞).

Proof: It follows from Theorem 3.6 by means of Lemma 3.3 (ii).

2

In two space dimensions we have

Theorem 3.7

(i) Let −12 < B < 1
2(p − 1), −2 < A + B < 2(p − 1). Then the weights ηAB

and σAB are Ap-weights in R
2 for p ∈ (1;∞).

(ii) Let −12 < B < 1
2(p − 1), −2 < A + B < 2(p − 1), −2 < A < 2(p − 1).

Then the weight νAB is a Ap-weight in R
2 for p ∈ (1;∞).
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Proof: We proceed analogously as in the threedimensional case. Using
Lemma 3.5 and Lemma 3.3 (i) we see that (a ∈ [0; 2), b ∈ (−1; 1])

B ∈ [0; 12(p− 1)), A = −a− 2B(b− 1
2)

ηAB(x)∈Ap for
B ∈ (−12 ; 0], A = a(p− 1)− 2B(b− 1

2) .

We have for B ∈ [0; 12(p− 1)) that −2−B < A < 3B and for B ∈ (−12 ; 0] that
3B < A < 2(p− 1)−B. Lemma 3.3 (ii) finishes the proof of the first assertion.
To study the weight νAB we start again from Lemma 3.5, use Lemma 3.3 (i)

to get
B ∈ [0; 12(p− 1)), −2 < A < 3B

νAB ∈Ap for
B ∈ [−12 ; 0], 3B < A < 2(p− 1)

and finish the proof by Lemma 3.3 (ii).

2

Corollary 3.2 Let 0 ≤ ω ≤ A, B ∈ (−12 ; 12(p − 1)), A < min{2(p − 1), 2(p −
1)−B}. Then the weight µA,ωB is a Ap–weight in R

2, p ∈ (1;∞).

Proof: It is a consequence of Theorem 3.7 and Lemma 3.3 (ii).

2

We finish this subsection by summarizing

Theorem 3.8 Let

Tf(x) =
∂

∂xi

∫

R
N

∂R(x− y)
∂xj

f(y)dy , i, j = 1, 2, . . . , N ,N = 2, 3 ,

f ∈ C∞
0 (R

N ). Let R stand either for E or SS. Let 1 < p < ∞ and let g stand
for one of the weights ηAB, ν

A
B , σ

A
B or µ

A,A−ω
B . Let A,B, ω be such that g is a

Ap weight in R
N . Then T maps C∞

0 (R
N ) into Lp(g)(R

N ) and we have

‖Tf‖p,(g),RN ≤ C‖f‖p,(g),RN . (3.28)

T can be therefore continuously extended onto Lp(g)(RN ).

Proof: As follows from (3.15)1,2, we have that5 D2R belongs to M(a, l) for
any a ≥ 1 and l ∈ N. Putting a = 2 and l = N in Theorem 3.5, we have that
(3.28) holds whenever g ∈ Ap. The proof is complete.

2

5the derivative is taken in the sense of distributions
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Remark 3.7

(i) As the operator Tf differs only up to the term cf(x) from

T̃ f(x) ≡ v.p.
∫

R
N

∂2R(x− y)
∂xi∂xj

f(y)dy ,

we easily see that Theorem 3.8 holds also for the operator T̃ .

(ii) The kernels E and SS are β–independent and their second gradients are
homogeneous functions of degree N ; moreover ηAB(· ;β) ∈ Ap whenever
ηAB ∈ Ap (analogously for other weights). We can replace the weight g
by the corresponding β–dependent weight and get the same estimate as
(3.28) with C independent of β.

II.3.2 Weakly singular operators. Weighted L∞–estimates

The following two subsections are devoted to the Lp–weighted theory of the
Oseen volume potentials. We first start with p =∞. The aim of this subsection
is twofold. We shall not only develop the L∞–weighted theory for weakly sin-
gular Oseen potentials but we also prepare several estimates for the next sub-
section, where the situation p ∈ (1,∞) will be studied.
Let us recall that similar estimates were for the first time studied by Finn

(see [Fi1], [Fi2]) in the threedimensional and by Smith (see [Sm]) in the two-
dimensional cases. Their approach, generalized by Farwig (see [Fa1]) in the
threedimensional situation, has been modified by Dutto (see [Du]) also to the
twodimensional case. For the sake of completeness we shall repeat here the
calculation; we shall study the general situation N ≥ 2.
Following [Fa1] we first find a constant K such that

(η−c−d ∗ η−a−b )(x) ≤ Kη−e−f (x) , (3.29)

where a, b, c, d, e, f ∈ R. This result is evidently applicable only for the weights
of the type ηAB. In order to extend the results also for other weight, we shall use
the following lemmas.
First, let Iα,γ(x) denote the following integral

I(N)α,γ (x) :=
∫

B1(0)
ν−α0 (y)ν

−γ
0 (x− y) dy =

∫

B1(x)
ν−α0 (x− y′)ν−γ0 (y′) dy′ ,

x,y,y′ ∈ R
N . For notational convenience we denote for x 6= 0

ln− |x| := max{1,− ln |x|} .

Lemma 3.11 For α < N , γ < N there exists a positive constant C1 =
C1(α, γ,N) such that for x ∈ B2(0) \ {0} ⊂ R

N

I(N)α,γ (x) ≤ C1





ν
−(α+γ−N)
0 (x),

ln− |x|,
1,

if α+ γ > N

if α+ γ = N

if α+ γ < N.
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Moreover, there exists a positive constant C2 = C2(α, γ,N) such that for x ∈
B2(0) ⊂ R

N

I(N)α,γ (x) ≤ C2 ν
−γ
0 (x).

Proof: We divide the proof into two parts:

a) Firstly we assume |x| ≤ 2. We will estimate integrals over sets, which union
contains unit ball B1(0).

B1(0) ⊂ B |x|
2

(0) ∪B |x|
2

(x) ∪
{
B2|x|(0) \

(
B |x|

2

(0) ∪B |x|
2

(x)
)}

∪

∪
{
B4(0) \B2|x|(0)

}

∫

B |x|
2

(0)

1

|y|α
1

|x− y|γ dy ≤ c1
|x|γ

∫ |x|
2

0
rN−1−αdr ≤ c2

|x|α+γ−N , if α < N

∫

B |x|
2

(x)

1

|y|α
1

|x− y|γ dy ≤ c3
|x|α

∫ |x|
2

0
rN−1−γdr ≤ c4

|x|α+γ−N , if γ < N

∫

B2|x|(0)\(B |x|
2

(0)∪B |x|
2

(x))

1

|y|α
1

|x− y|γ dy ≤ c5
|x|α+γ

∫ 2|x|

0
rN−1dr ≤ c6

|x|α+γ−N
∫

B4(0)\B2|x|(0)

1

|y|α
1

|x− y|γ dy ≤ c7

∫ 4

2|x|

rN−1−α

|r − |x||γ dr ≤

≤ c8

∫ 4

2|x|

( r

|r − |x||
)γ
r−α−γ+N−1dr ≤ c9

∫ 4

2|x|
r−α−γ+N−1dr ;

here we used the inequality r
|r−|x|| ≤ 2.

The last integral can be estimated by c10|x|−α−γ+N if α + γ > N, by
c11 ln− |x| if α+ γ = N and by some constant if α+ γ < N.

b) Now let |x| ≥ 2.
∫

B1(0)

1

|y|α
1

|x− y|γ dy ≤ c11
|x|γ

∫

B1(0)

1

|y|α dy ≤ c12
|x|γ .

We get the assertion of Lemma 3.11 from these five estimates of convolution
integrals.

2

We define for pairs of real numbers [a, b] ≤ [c, d] : a ≤ c and a+ b ≤ c+ d.
It is evident that ηab (x) ≤ Cηcd(x), x ∈ R

N if [a, b] ≤ [c, d].

Lemma 3.12 Let a, b, c, d, e, f ∈ R and positive constant C be such that for
all x ∈ R

N :
∫

R
N
η−c−d(x− y) η−a−b (y) dy ≤ C η−e−f (x), N ∈ N, N ≥ 2.

Let g < N , h < N , [e, f ] ≤ [a, b], [e, f ] ≤ [c, d]. Then there exists a positive
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constant C ′, such that the following inequality is satisfied for x ∈ R
N \ {0} :

∫

R
N
µ−c,−h−d (x− y)µ−a,−g−b (y) dy ≤ C ′





µ−e,−g−h+N−f (x),

µ−e,−δ−f (x), δ > 0

µ−e,0−f (x) ≡ η−e−f (x),

if g + h > N,

if g + h = N,

if g + h < N.

Proof: Evidently, for α, β ∈ R there exist positive constants c1, c2, c3, and c4
such that

a) c1 η
A
B(x) ≤ νAB(x) ≤ c2 η

A
B(x) for all x ∈ B1(0)

b) c3 η
A
B(x) ≤ ηAB(y) ≤ c4 η

A
B(x) for all x ∈ R

N , y ∈ B1(x) .

Let us start to deal with the convolution integral.

(µ−c,−h−d ∗ µ−a,−g−b )(x) =
∫

R
N
µ−c,−h−d (x− y)µ−a,−g−b (y)dy ≤

≤ C1

∫

B1(x)
ν−h0 (x− y)µ−a,−g−b (y) dy + C2

∫

B1(x)
η−c−d(x− y)µ

−a,−g
−b (y)dy.

We will study these two integrals separately. Using Lemma 3.11 we get∫

B1(x)
ν−h0 (x− y)µ−a,−g−b (y) dy =

∫

B1(0)
µ−a,−g−b (x− y) ν−h0 (y) dy ≤

≤ max
y∈B1(x)

η−a+g−b (y)
∫

B1(0)
ν−g0 (x− y) ν−h0 (y) dy ≤

≤ C3η
−a+g
−b (x)





ν−g−h+N0 (x), g + h > N

ln− |x|, g + h = N

1, g + h < N




x ∈ B1 \ {0}

η−g0 (x) x ∈ B1





≤

≤ C5





µ−a,−g−h+N−b (x),

µ−a,−δ−b (x), δ > 0,

µ−a, 0−b (x),





≤ C4





µ−e,−g−h+N−f (x),

µ−e,−δ−f (x), δ > 0,

µ−e, 0−f (x) ≡ η−e,−f (x),

g + h > N

g + h = N

g + h < N.

In the second inequality we used Lemma 3.11 and the relation b), in the last
inequality we took into account the assumption [e, f ] ≤ [a, b].
The remaining integral

∫
B1(x) η

−c
−d(x − y)µ

−a,−g
−b (y) dy we estimate for x ∈

R
N \ {0} in the following way:

∫

B1(x)
η−c−d(x− y)µ

−a,−g
−b (y) dy ≤

∫

R
N
η−c−d(x− y)µ

−a,−g
−b (y) dy =

=
∫

B1
η−c−d(x− y) ν

−g
0 (y) dy +

∫

B1
η−c−d(x− y) η−a−b (y)dy ≤

≤ C5 max
y∈B1(x)

η−c−d(y)
∫

B1(0)
ν−g0 (y)dy + C6η

−e
−f (x) ≤ C7η

−e
−f (x) .

From these estimates follows the proof of Lemma 3.12.

2
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Let us start to deal with the convolutions of the type

(
η−c−d ∗ η−a−b

)
(x) (3.30)

in order to get conditions under which (3.29) holds. Let us remark that the
conditions do not change if we replace the kernel η−c−d(x− y) by

K(z) ∼
{ |z|−γ z ∈ B1(0)
η−c−d(z) z ∈ B1(0)

∼ µ−c,−γ−d (z) , γ < N (3.31)

(see also I1 below).
In the sequel we shall use the following notation

x = (x1,x′) y = (y1,y′)
R = |x| r = |y| r̃ = |x− y|
s = s(x) t = y1 t̃ = x1 − y1

̺ = |y′| ˜̺ = |x′ − y′| .
(3.32)

In order to capture the anisotropic structure of the function η−a−b (·) we shall
study the convolution (3.30) in four different situations:

A) R ≤ R0

B) x1 > 0, |x′| ≤
√
x1, R > R0

C) x1 > 0, |x′| = 1
2R

1
2
+σ, R > R0, σ ∈ [0, 12 ]

D) x1 > 0, |x′| ≥ R
2 , R > R0 or x1 < 0, R > R0.

Using Lemma 3.1 we easily verify that

η−a−b (y) ∼





1 , r ≤ 1
r−a , r > 1 , t > 0 , ̺ <

√
t

r−a+b̺−2b , r > 1 , t > 0 , ̺ ≥
√
t

r−a−b , r > 1 , t ≤ 0 .

η−c−d(x− y) ∼





1 , r̃ ≤ 1
r̃−c , r̃ > 1 , t̃ > 0 , ˜̺<

√
t̃

r̃−c+d ˜̺−2d , r̃ > 1 , t̃ > 0 , ˜̺≥
√
t̃

r̃−c−d , r̃ > 1 , t̃ ≤ 0 .

(3.33)

For notational convenience we denote ν = σ + 1
2 and b

∗ = min{N−1
2 , b};

analogously d∗ = min{N−1
2 , d}.

We start with the case A). Applying Lemma 3.2 to the halfspaces y1 > 0
and y1 < 0 we get that the convolution is uniformly bounded if

a+ b∗ + c+ d > N and a+ b+ c+ d∗ > N . (3.34)

Next we continue with the most complicated case C). We follow Farwig (see
[Fa1]) and divide R

N into 16 subdomains as shown in Fig.2 below. If N = 2,
the subdomains are plane, otherwise they are cylindrical.
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We calculate the convolutions separately on each subdomain. For the readers
convenience, the results are summarized in Tab.1, Tab.2 (for N = 3) and Tab.3,
Tab.4 (for N = 2). We denote by Ik the corresponding part of the integral (3.30)
over Ωk, k = 0, 1, · · · , 15. We shall get

Ii(x) ≤ KR−ei+2σfi ∼ η−ei
−fi
(x) .

Unfortunately in many cases additionally logarithmic terms will appear
which will cause some losses in the weighted estimates later on.

Remark 3.8 Let A be a positive function. We denote

ln+A = max {lnA, 1} .

We start to estimate the convolutions over the sixteen subdomains.

I0 We have Ω0 = {y ∈ R
N : |t| ≤ 1

8R
ν ; ̺ ≤ 1

8R
ν} and therefore η−a−b (y) ∼

r−a(1 + s(y))−b, η−c−d(x− y) ∼ R−c−2dσ. Applying Lemma 3.2 we get
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I0 ∼ R−c−2σd
∫ Rν

0
(1 + r)N−1−a−b∗ · (ln+ r , if b = N−1

2 )dr ∼

∼ R−c−2σd
{

1 if a+ b∗ ≥ N
Rν(N−a−b∗) if a+ b∗ < N

·

·





lnR if a+ b∗ = N , b 6= N−1
2

or a+ b∗ < N , b = N−1
2

ln2R if a+ b∗ = N , b = N−1
2

∼

∼ R−A





lnR if a+ b∗ = N , b 6= N−1
2

or a+ b∗ < N , b = N−1
2

ln2R if a+ b∗ = N , b = N−1
2 ,

where A = c + 12 min{0, a + b∗ − N} − 2σ(d + min{0, a + b∗ − N}). The
results are summarized in Tab.1—Tab.4.

I1 The integral can be estimated in the same way by exchanging a, b for c,
d. Assuming the kernel (3.31) instead of η−d−c we have

Ĩ1(x) =
∫

B1(0)
K(x− y)η−a−b (x)dx ∼ R−a−2σb

since γ < N . Again, the summarized results can be found in Tab.1—
Tab.4.

I2 We have in Ω2 that r ∼ t ∈ (Rν ;R). So η−a−b (y) ∼ r−a for ̺ <
√
t and

η−a−b (y) ∼ r−a+b̺−2b for ̺ >
√
t. Further ˜̺ ∼ Rν and r̃ ∼ R + Rν − r;

therefore η−c−d(x− y) ∼ r̃−c+dR−2νd. Thus

I2 ∼ R−2dν
∫ R

Rν
dr(R+Rν − r)d−c

[
r−a

∫ √
r

0
̺N−2d̺+

+rb−a
∫ Rν

√
r
̺N−2−2bd̺

]
= R−2νd

∫ R

Rν
dr(R+Rν − r)d−c·

·
[
r

N
2
− 1
2
−a + rb−a(Rν(N−1−2b) − r

N
2
− 1
2
−b)
]
(ln R

ν√
r
if b = N−1

2 ) ∼

∼ R−2ν(b∗−N−1
2
+d)

∫ R

Rν
dr(R+Rν − r)d−crb

∗−a·
·(ln Rν√

r
if b = N−1

2 ) ≡ J .

Let us verify the last equivalence.

i) b ≥ N−1
2 , i.e. b

∗ = N−1
2

We must control the term
∫ R

Rν
(R+Rν − r)−c+drb−aRν(N−1−2b)dr ≤

≤ R(b−
N−1
2
)+ν(N−1−2b)

∫ R

Rν
(R+Rν − r)−c+drb

∗−adr .

But (b− N−1
2 )(1− 2ν) < 0 and the significant term is

∫ R

Rν
(R+Rν − r)−c+dr

N
2
− 1
2
−adr =

∫ R

Rν
(R+Rν − r)−c+drb

∗−adr .
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ii) b < N−1
2 , i.e. b

∗ = b

In this case, the other term must be controlled. But we have

∫ R

Rν
(R+Rν − r)−c+dr

N−1
2

−adr =

=
∫ R

Rν
(R+Rν − r)−c+drb−ar

N−1
2

−bdr ≤

≤ R−2ν(b−N−1
2
)R2σ(b−

N−1
2
)
∫ R

Rν
(R+Rν − r)−c+drb−adr ≤

≤ R−2ν(b−N−1
2
)
∫ R

Rν
(R+Rν − r)−c+drb−adr ,

as b < N−1
2 . Therefore the significant term is the other one and

we have shown the validity of the last equivalence for R sufficiently
large.

Let us divide J into two parts J1 and J2 — the integral over (Rν ; R2 ) and
the other one over (R2 ;R). We estimate these two parts separately.

J1 = R
−c+d−2ν(b∗−N−1

2
+d)

∫ R
2

Rν
dr rb

∗−a · (ln Rν√
r
if b = N−1

2 ) ∼
∼ R−(c+a−N+1

2
)−2σ(b∗−N−1

2
+d)+(σ− 1

2
)min(0,b∗−a+1)·

·





ln+ R
1+s if b 6= N−1

2 , a = b∗ + 1

(ln+ s , a < N+1
2 ) · (lnR , a > N+1

2 ) if b =
N−1
2

lnR · ln+ R
1+s , if a =

N+1
2 , b = N−1

2 .

We used the fact that s(x) ∼ |x′|2
|x| ∼ R2σ and ln+

R
Rν = 1

2 ln+
R
R2σ ∼

ln+ R
1+s . Analogously

J2 ∼ R−2ν(b∗−N−1
2
+d)+b∗−a

∫ R

R
2

dr(R+Rν − r)d−c·

·(ln Rν√
r
if b = N−1

2 ) ∼

∼ R−(c+a−N+1
2
)−2σ(b∗−N−1

2
+d)+(σ− 1

2
)min(0,d−c+1)·

·(ln+ R
1+s if c = d+ 1) · (ln+ s if b = N−1

2 ) .

The results can be again found in Tab.1—Tab.4.

I3 We proceed analogously as for I2 exchanging a, b for c, d.

I4 Ω4 can be considered as a subset of Ω2 and Ω3. Therefore I4 can be
estimated by I2 and I3.

I5 We have in Ω5 t ∼ r ∼ R, so η−a−b (y) ∼ R−a (̺ <
√
t) or η−a−b (y) ∼

R−a+b̺−2b (̺ >
√
t), where ̺ varies between 0 and Rν . Further r̃ ∼ |t̃| ∈
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(Rν ;R). As t̃ < 0 we have η−c−d(x− y) ∼ |t̃|−c−d.

I5 ∼
∫ R

Rν
dτ τ−c−d

(
R−a

∫ √
R

0
̺N−2d̺+Rb−a

∫ Rν

√
R
̺N−2−2bd̺

)
∼

∼ R1−c−d+(σ−
1
2
)min(0,1−c−d)

[
R

N−1
2

−a+

+Rb−a(R(N−2−2b)ν −R
N−2−2b

2 )(ln+ s , if b = N−1
2 )

]
·

·(ln R
Rν if c+ d = 1) ∼

∼ R1−c−d+
N−1
2

−a+(σ− 1
2
)min(0,1−c−d)+2σ(N−1

2
−b∗)·

·(ln+ s if b = N−1
2 ) (ln+

R
1+s if c+ d = 1) .

I6 It is sufficient to exchange a, b for c, d and use the result for Ω5.

I7 Denoting τ = |t̃| ∈ (Rν ;R) we have in Ω7 that t ∼ r ∼ R, ̺ ∼ ˜̺ ∼ r̃ ∈
(τ ;R). Therefore η−a−b (y) ∼ R−a+bρ−2b, η−c−d(x− y) ∼ ρ−c−d and

I7 ∼ R−a+b
∫ R

Rν
dτ
( ∫ R

τ
̺N−2−d−c−2bd̺

)
∼

∼ Rb−a
∫ R

Rν
dτ(RN−1−c−d−2b − τN−1−c−d−2b)·

·(ln Rτ if c+ d+ 2b = N − 1) ∼ RN−a−b−c−d+

+RN−a−b−c−d+(σ− 1
2
)min(0,N−c−d−2b)(ln R

1+s if c+ d+ 2b = N) ∼

∼ RN−a−b−c−d+(σ− 1
2
)min(0,N−c−d−2b)(ln R

1+s if c+ d+ 2b = N) .

I8 We get the result exchanging a, b for c, d and using the result for Ω7.

I9 Analogously as in Ω7 we have t ∼ r ∼ R, ̺ ∼ ˜̺ ∈ (Rν ; τ), r̃ ∼ τ = |t̃| ∈
(Rν ;R); so η−a−b (y) ∼ R−a+bρ−2b, η−c−d(x− y) ∼ ρ−c−d and

I9 ∼ R−a+b
∫ R

Rν
dτ τ−d−c

( ∫ τ

Rν
̺N−2−2bd̺

)
.

If b > N−1
2 , the significant term in the inner integral will be the lower

bound and we can use I5. If b < N−1
2 , the significant term in the inner

integral will be the upper bound and we can use I7. If b = N−1
2 , then

I9 ∼ R−a+N−1
2

∫ R

Rν
τ−d−c ln τ

Rν dτ .

In comparison with I5 we get some additional logarithmic factors

b = N−1
2 : (ln+ R

1+s if c+ d < 1)(ln
2
+

R
1+s if c+ d = 1) .

I10 As in I9, we may use I6 for d > N−1
2 , I8 for d > N−1

2 and get some
additional logarithmic factors to I8 for d = N−1

2 .
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I11 The domain Ω11 is unbounded. We have r̃ ∼ r ∈ (R;∞). Therefore
η−c−d(x− y) ∼ r−c−d, η−a−b (y) ∼ r−a(1 + s(y))−b and applying Lemma
3.2 we get under the assumption a+ b∗ + c+ d > N

I11 ∼
∫ ∞

R
dr rN−1−a−b∗−c−d · (ln r if b = N−1

2 ) ∼
∼ RN−a−b∗−c−d · (lnR if b = N−1

2 ) .

I12 We proceed as in the previous case and get under the assumption a+ b+
c+ d∗ > N

I12 ∼ RN−a−b−c−d∗ · (lnR if d = N−1
2 ) .

I13 The domain Ω13 can be considered as a subset of Ω11 and Ω12. Therefore
I13 can be bounded by I11 and I12.

I14 In this subregion we have r ∼ R, ̺ ∼ ˜̺ ∈ (Rν ;R). Moreover r̃ ∼ |t̃| + ˜̺,
where t̃ ∈ (−18Rν ; R2 ). Then η−a−b (y) ∼ R−a+b̺−2b, η−c−d(x − y) ∼ (t̃ +
˜̺)−c+d̺−2d if t̃ > 0 and η−c−d(x − y) ∼ ˜̺−c−d if t̃ < 0. Let us note that
the strip t̃ ∈ (−18R; 0) has no influence on the asymptotic behaviour since
˜̺> |t̃| there.

I14 ∼ Rb−a
∫ R

Rν
d̺ ̺N−2−2b−2d

∫ R/2

0
(t̃+ ρ)d−cdt̃ ∼

∼ Rb−a
∫ R

Rν
d̺ ̺N−2−2b−2d ·





R1+d−c 1 + d− c > 0
̺1+d−c 1 + d− c < 0
ln R̺ 1 + d− c = 0.

Now we distinguish three cases.

ad a) 1 + d− c > 0

If b+ d ≤ N−1
2 , then

I14 ∼ RN−a−b−c−d · (ln+ R
1+s if b+ d =

N−1
2 ) ,

while for b+ d > N−1
2 we have

I14 ∼ R−a−c+N+1
2
+2σ(N−1

2
−b−d) (see I2 , I3) .

ad b) 1 + d− c < 0

I14 ∼ Rb−a
∫ R

Rν
̺−2b−c−d+N−1d̺

and the integral can be estimated by I7.

ad c) 1 + d− c = 0

I14 ∼ Rb−a
∫ R

Rν
̺N−2−2b−2d ln R̺ d̺ =

= RN−a−b−c−d
∫ R1−ν

1
z2b+2d−N ln zdz .
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Now for b+ d ≤ N−1
2

I14 ∼ RN−a−b−c−d · (ln2+ R
1+s if b+ d =

N−1
2 )

and for b+ d > N−1
2

I14 ∼ R
N+1
2

−a−c−2σ(b+d−N−1
2
) ln+

R
1+s

which can be estimated by I2.

I15 Interchanging a, b and c, d we can use the results from I14.

Thus we completed investigation of the situation C). The results are sum-
marized in Tab.1,2 (N = 3) and Tab.3,4 (N = 2).
The situation D) is almost trivial since we are left with subdomains of

the type Ω1, Ω2, Ω11, Ω12 and Ω13. The integrals can be estimated by the
corresponding integrals in C) taking σ = 1

2 i.e. ν = 1.
Finally in the case B) we proceed as in case C) but the subdomains Ω2, Ω3

and Ω4 coincide. The other integrals can be again estimated by the correspon-
ding ones from the part C) taking σ = 0 i.e. ν = 1

2 .
The study of the convolution (3.30) is therefore completed.
We now apply the results from Tab.1—Tab.4 in the study of L∞–weighted

estimates for Oseen potentials. We will use the following notation.

ηEF (x;λ) := η
E
F (x;λ) if no logarithmic factor appears

ηEF (x;λ) := η
E
F (x;λ) ·

{
P (ln−1+ |λx|)
P (ln−1+ s(λx))

if there are some logarithmic factors,

where function P (·) is a polynomial of the first or the second order, see also
Remark 3.9. Similarly we define νEF (· ;λ). Then we have



Tab.1 N = 3

Dom. t ̺ r t̃ ˜̺ r̃ η−a
−b
(y) η−c

−d
(x− y) e f log.

factors

Ω0 ∼ x1 ∼ |x′| ∼ |x| lnR(b = 1 ∧ a < 2)∨
∨(b 6= 1 ∧ a+ b∗ = 3)

(− 1
8
Rυ ; 1

8
Rυ) (0; 1

8
Rυ) (0; 1

8
Rυ) R Rυ R r−a(1 + s(y))−b R−c−2σd c+ 1

2
min(0, a+ b∗ − 3) d+ 1

2
min(0, a+ b∗ − 3) ln2R(b = 1 ∧ a = 2)

∼ x1 ∼ |x′| ∼ |x| lnR(d = 1 ∧ c < 2)∨
Ω1 ∨(d 6= 1 ∧ c+ d∗ = 3)

R Rυ R (− 1
8
Rυ ; 1

8
Rυ) (0; 1

8
Rυ) (0; 1

8
Rυ) R−a−2σb r̃−c(1 + s(x− y))−d a+ 1

2
min(0, c+ d∗ − 3) b+ 1

2
min(0, c+ d∗ − 3) ln2 R (c = 2 ∧ d = 1)

ln R
1+s
(min(1 + b∗ − a,

∼ r ∼ t (− 1
8
Rυ ; ∼ |x′| r−a ̺ <

√
t a+ c− 2 + 1

2
min b∗ + d− 1− 1

2
min 1 + d− c) = 0 ∧ b 6= 1)

Ω2 ln+ s · ln R
1+s

(b = 1 ∧ 1 + d = 0)
(Rυ ;R) (0; 1

8
Rυ) (Rυ ;R) R−Rυ) Rυ R+Rυ − r r−a+b̺−2b ̺ >

√
t r̃−c+dR−2dυ (0, 1 + b∗ − a, 1 + d− c) (0, 1 + b∗ − a, 1 + d− c) (ln+ s a < 2)(lnR a > 2)

(lnR ln R
1+s

a = 2) ∧ b = 1

ln R
1+s
(min(1 + b− a,

(− 1
8
Rυ ; ∼ |x′| ∼ r̃ ∼ t̃ r̃−c ˜̺<

√
τ a+ c− 2 + 1

2
min b+ d∗ − 1− 1

2
min 1 + d∗ − c) = 0 ∧ d 6= 1)

ln+ s · ln R
1+s
(d = 1∧

Ω3 R−Rυ) Rυ R+Rυ − r̃ (Rυ ;R) (0; 1
8
Rυ) (Rυ ;R) r−a+bR−2bυ r̃−c+d ˜̺−2d ˜̺>

√
τ (0, 1 + b− a, 1 + d∗ − c) (0, 1 + b− a, 1 + d∗ − c) ∧1 + b− a = 0)

(ln+ s c < 2)(lnR c > 2)

(lnR R
1+s

c = 2) ∧ d = 1

Ω4 see Ω2,Ω3 see Ω2,Ω3 see Ω2,Ω3

(ln+ s b = 1)·
Ω5 ∼ r ∼ t ∼ −r̃ ∼ |t̃| R−a ̺ <

√
t |t̃|−c−d a+ c+ d− 2 + 1

2
min b∗ − 1− 1

2
min ·(ln R

1+s
c+ d = 1)

R (0;Rυ) R (−R;−Rυ) (0;Rυ) (Rυ ;R) R−a+b̺−2b ̺ >
√
t (0, 1− c− d) (0, 1− c− d)

(ln+ s d = 1)·
Ω6 ∼ −r ∼ |t| ∼ r̃ ∼ t̃ |t|−a−b R−c ˜̺<

√
t̃ a+ b+ c− 2 + 1

2
min d∗ − 1− 1

2
min ·(ln R

1+s
a+ b = 1)

(−R;−Rυ) (0;Rυ) (Rυ ;R) R (0;Rυ) R R−c+d ˜̺−2d ˜̺>
√
t̃ (0, 1− a− b) (0, 1− a− b)

Ω7 ∼ ˜̺ ∼ ̺, r̃ ∼ ˜̺ a+ b+ c+ d− 3+ − 1
2
min(0, 3− 2b− ln R

1+s
2b+ c+ d = 3

R (|t̃|;R) R (−R;−Rυ) (|t̃|;R) (|t̃|;R) R−a+b̺−2b ̺−c−d 1
2
min(0, 3− 2b− c− d) −c− d)

Ω8 ∼ ˜̺, r ∼ ̺ ∼ ̺ a+ b+ c+ d− 3+ − 1
2
min(0, 3− a− b− 2d) ln R

1+s
a+ b+ 2d = 3

(−R;−Rυ) (|t|;R) (|t|;R) R (|t|;R) R ˜̺−a−b R−c+d ˜̺−2d 1
2
min(0, 3− a− b− 2d)



Tab.2 N = 3

Dom. t ̺ r t̃ ˜̺ r̃ η−a
−b
(y) η−c

−d
(x− y) e f log. factors

Ω9
∼ r
R

∼ ˜̺
(Rυ ; |t̃|)

∼ t̃
R

∼ −r̃
(−R;−Rυ)

∼ ̺
(Rυ ; |t̃|)

∼ |t̃|
(Rυ ;R)

R−a+b̺−2b |t̃|−c−d
b > 1 see Ω5
b < 1 see Ω7
b = 1 see Ω5

b > 1 see Ω5
b < 1 see Ω7
b = 1 see Ω5

(
ln R
1+s

c+ d < 1)

(ln2 R
1+s

c+ d = 1)
)
∧ b = 1

Ω10
∼ −r
(−R;−Rυ)

∼ ˜̺
(Rυ ; |t|)

∼ |t|
(Rυ ;R)

∼ r̃
R

∼ ̺
(Rυ ; |t|)

∼ t̃
R

|t|−a−b R−c+d ˜̺−2d
d > 1 see Ω6
d < 1 see Ω8
d = 1 see Ω6

d > 1 see Ω6
d < 1 see Ω8
d = 1 see Ω6

(
ln R
1+s

a+ b < 1)

(ln2 R
1+s

a+ b = 1)
)
∧ d = 1

Ω11 (R;∞) (0;∞) ∼ r̃
(R;∞) (−∞;−Rυ) (0;∞) ∼ r

(R;∞) (1 + r)−a(1 + s(y))−b r−c−d a+ b∗ + c+ d− 3 > 0 0 lnR b = 1

Ω12 (−∞;−Rυ) (0;∞) ∼ r̃
(R;∞) (R;∞) (0;∞) ∼ r

(R;∞) r̃−a−b (1 + r̃)−c(1 + s(x− y))−d a+ b+ c+ d∗ − 3 > 0 0 lnR d = 1

Ω13
∼ r, r̃
(R;∞)

∼ r̃
(R;∞)

∼ ̺
(R;∞)

∼ r
(R;∞) see Ω11 and Ω12 see Ω11 and Ω12 see Ω11 and Ω12

Ω14
∼ r
R

∼ ˜̺
(Rυ ;R)

∼ t
R

(− 1
8
Rυ ; R

2
)

∼ ̺
(Rυ ;R)

∼ |t̃|+ ˜̺ R−a+b ̺−2b
(t̃+ ˜̺)−c+d ˜̺−2d t̃ > 0

˜̺−c−d t̃ < 0

see Ω2,Ω3
Ω7
Ω2
a+ b+ c+ d− 3

b+ d > 1 ∧ 1 + d− c > 0
1 + d− c < 0
1 + d− c = 0 ∧ b+ d > 1
0 otherwise

ln R
1+s

b+ d = 1 ∧ 1 + d− c > 0

ln2 R
1+s

b+ d = 1 ∧ 1 + d− c = 0

Ω15 (−Rυ ; R
2
)

∼ ˜̺
(Rυ ;R)

∼ |t|+ ̺ ∼ r
R

∼ ̺
(Rυ ;R)

∼ t
R

(t+ ̺)−a+b ̺−2b t > 0
̺−a−b t < 0

R−c+d ˜̺−2d

see Ω2,Ω3
Ω8
Ω3
a+ b+ c+ d− 3

b+ d > 1 ∧ 1 + b− a > 0
1 + b− a < 0
1 + b− a = 0 ∧ b+ d > 1
0 otherwise

ln R
1+s

b+ d = 1 ∧ 1 + b− a > 0

ln2 R
1+s

b+ d = 1 ∧ 1 + b− a = 0



Tab.3 N = 2

Dom. t ̺ r t̃ ˜̺ r̃ η−a
−b
(y) η−c

−d
(x− y) e f log.

factors

Ω0 ∼ x1 ∼ |x2| ∼ |x| lnR(b = 1
2
∧ a < 3

2
)∨

∨(b 6= 1
2
∧ a+ b∗ = 2)

(− 1
8
Rυ ; 1

8
Rυ) (0; 1

8
Rυ) (0; 1

8
Rυ) R Rυ R r−a(1 + s(y))−b R−c−2σd c+ 1

2
min(0, a+ b∗ − 2) d+ 1

2
min(0, a+ b∗ − 2) ln2R(b = 1

2
∧ a = 3

2
)

∼ x1 ∼ |x2| ∼ |x| lnR(d = 1
2
∧ c < 3

2
)∨

Ω1 ∨(d 6= 1
2
∧ c+ d∗ = 2)

R Rυ R (− 1
8
Rυ ; 1

8
Rυ) (0; 1

8
Rυ) (0; 1

8
Rυ) R−a−2σb r̃−c(1 + s(x− y))−d a+ 1

2
min(0, c+ d∗ − 2) b+ 1

2
min(0, c+ d∗ − 2) ln2R (c = 3

2
∧ d = 1

2
)

ln R
1+s
(min(1 + b∗ − a,

∼ r ∼ t (− 1
8
Rυ ; ∼ |x′| r−a ̺ <

√
t a+ c− 3

2
+ 1
2
min b∗ + d− 1

2
− 1
2
min 1 + d− c) = 0 ∧ b 6= 1

2
)

Ω2 ln+ s · ln R
1+s

(b = 1
2
∧ 1 + d = c)

(Rυ ;R) (0; 1
8
Rυ) (Rυ ;R) R−Rυ) Rυ R+Rυ − r r−a+b̺−2b ̺ >

√
t r̃−c+dR−2dυ (0, 1 + b∗ − a, 1 + d− c) (0, 1 + b∗ − a, 1 + d− c) (ln+ s a < 3

2
)(lnR a > 3

2
)

(lnR ln R
1+s

a = 3
2
) ∧ b = 1

2

ln R
1+s
(min(1 + b− a,

(− 1
8
Rυ ; ∼ |x2| ∼ r̃ ∼ t̃ r̃−c ˜̺<

√
τ a+ c− 3

2
+ 1
2
min b+ d∗ − 1

2
− 1
2
min 1 + d∗ − c) = 0 ∧ d 6= 1)

ln+ s · ln R
1+s
(d = 1

2
∧

Ω3 R−Rυ) Rυ R+Rυ − r̃ (Rυ ;R) (0; 1
8
Rυ) (Rυ ;R) r−a+bR−2bυ r̃−c+d ˜̺−2d ˜̺>

√
τ (0, 1 + b− a, 1 + d∗ − c) (0, 1 + b− a, 1 + d∗ − c) ∧1 + b− a = 0)

(ln+ s c <
3
2
)(lnR c > 3

2
)

(lnR R
1+s

c = 3
2
) ∧ d = 1

2

Ω4 see Ω2,Ω3 see Ω2,Ω3 see Ω2,Ω3

(ln+ s b = 1
2
)·

Ω5 ∼ r ∼ t ∼ −r̃ ∼ |t̃| R−a ̺ <
√
t |t̃|−c−d a+ c+ d− 3

2
+ 1
2
min b∗ − 1

2
− 1
2
min ·(ln R

1+s
c+ d = 1)

R (0;Rυ) R (−R;−Rυ) (0;Rυ) (Rυ ;R) R−a+b̺−2b ̺ >
√
t (0, 1− c− d) (0, 1− c− d)

(ln+ s d = 1
2
)·

Ω6 ∼ −r ∼ |t| ∼ r̃ ∼ t̃ |t|−a−b R−c ˜̺<
√
t̃ a+ b+ c− 3

2
+ 1
2
min d∗ − 1

2
− 1
2
min ·(ln R

1+s
a+ b = 1)

(−R;−Rυ) (0;Rυ) (Rυ ;R) R (0;Rυ) R R−c+d ˜̺−2d ˜̺>
√
t̃ (0, 1− a− b) (0, 1− a− b)

Ω7 ∼ ˜̺ ∼ ̺, r̃ ∼ ˜̺ a+ b+ c+ d− 2+ − 1
2
min(0, 2− 2b− ln R

1+s
2b+ c+ d = 2

R (|t̃|;R) R (−R;−Rυ) (|t̃|;R) (|t̃|;R) R−a+b̺−2b ̺−c−d 1
2
min(0, 2− 2b− c− d) −c− d)

Ω8 ∼ ˜̺, r ∼ ̺ ∼ ̺ a+ b+ c+ d− 2+ − 1
2
min(0, 2− a− b− 2d) ln R

1+s
a+ b+ 2d = 2

(−R;−Rυ) (|t|;R) (|t|;R) R (|t|;R) R ˜̺−a−b R−c+d ˜̺−2d 1
2
min(0, 2− a− b− 2d)



Tab.4 N = 2

Dom. t ̺ r t̃ ˜̺ r̃ η−a
−b
(y) η−c

−d
(x− y) e f log. factors

Ω9
∼ r
R

∼ ˜̺
(Rυ ; |t̃|)

∼ t
R

∼ −r̃
(−R;−Rυ)

∼ ̺
(Rυ ; |t̃|)

∼ |t̃|
(Rυ ;R)

R−a+b̺−2b |t̃|−c−d
b > 1

2
see Ω5

b < 1
2
see Ω7

b = 1
2
see Ω5

b > 1
2
see Ω5

b < 1
2
see Ω7

b = 1
2
see Ω5

(
ln R
1+s

c+ d < 1)

(ln2 R
1+s

c+ d = 1)
)
∧ b = 1

2

Ω10
∼ −r
(−R;−Rυ)

∼ ˜̺
(Rυ ; |t|)

∼ |t|
(Rυ ;R)

∼ r̃
R

∼ ̺
(Rυ ; |t|)

∼ t̃
R

|t|−a−b R−c+d ˜̺−2d
d > 1

2
see Ω6

d < 1
2
see Ω8

d = 1
2
see Ω6

d > 1
2
see Ω6

d < 1
2
see Ω8

d = 1
2
see Ω6

(
ln R
1+s

a+ b < 1)

(ln2 R
1+s

a+ b = 1)
)
∧ d = 1

2

Ω11 (R;∞) (0;∞) ∼ r̃
(R;∞) (−∞;−Rυ) (0;∞) ∼ r

(R;∞) (1 + r)−a(1 + s(y))−b r−c−d a+ b∗ + c+ d− 2 > 0 0 lnR b = 1
2

Ω12 (−∞;−Rυ) (0;∞) ∼ r̃
(R;∞) (R;∞) (0;∞) ∼ r

(R;∞) r̃−a−b (1 + r̃)−c(1 + s(x− y))−d a+ b+ c+ d∗ − 2 > 0 0 lnR d = 1
2

Ω13
∼ r, r̃
(R;∞)

∼ r̃
(R;∞)

∼ ̺
(R;∞)

∼ r
(R;∞) see Ω11 and Ω12 see Ω11 and Ω12 see Ω11 and Ω12

Ω14
∼ r
R

∼ ˜̺
(Rυ ;R)

∼ t
R

(− 1
8
Rυ ; R

2
)

∼ ̺
(Rυ ;R)

∼ |t̃|+ ˜̺ R−a+b ̺−2b
(t̃+ ˜̺)−c+d ˜̺−2d t̃ > 0

˜̺−c−d t̃ < 0

see Ω2,Ω3
Ω7
Ω2
a+ b+ c+ d− 2

b+ d > 1
2
∧ 1 + d− c > 0

1 + d− c < 0
1 + d− c = 0 ∧ b+ d > 1

2
0 otherwise

ln R
1+s

b+ d = 1
2
∧ 1 + d− c > 0

ln2 R
1+s

b+ d = 1
2
∧ 1 + d− c = 0

Ω15 (−Rυ ; R
2
)

∼ ˜̺
(Rυ ;R)

∼ |t|+ ̺ ∼ r
R

∼ ̺
(Rυ ;R)

∼ t
R

(t+ ̺)−a+b ̺−2b t > 0
̺−a−b t < 0

R−c+d ˜̺−2d

see Ω2,Ω3
Ω8
Ω3
a+ b+ c+ d− 2

b+ d > 1
2
∧ 1 + b− a > 0

1 + b− a < 0
1 + b− a = 0 ∧ b+ d > 1

2
0 otherwise

ln R
1+s

b+ d = 1
2
∧ 1 + b− a > 0

ln2 R
1+s

b+ d = 1
2
∧ 1 + b− a = 0
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Theorem 3.9 Let A + B∗ > 1, i, j = 1, 2, 3. Let f ∈ L∞(R3; ηAB(· ;λ)). Then
Oij ∗ f ∈ L∞(R3; ηEF (· ;λ)), where

E =





A− 1 for A ≤ B∗ + 1
A+B−1
2 for A ≥ B + 1, A+B ≤ 3

1 for A+B∗ ≥ 3
(i)

E + F =

{
A+B∗ − 1 for A+B∗ ≤ 3
2 for A+B∗ ≥ 3 (ii)

with logarithmic factors

ln+(λ|x|) for
{
A+B∗ = 3

A = B + 1, 0 ≤ B ≤ 1 (iii)

ln+(λs(x)) for A+B < 3, B ≤ 1, (iv)

(see Remark 3.9). Moreover we have

‖Oij(· ;λ) ∗ f‖∞,(ηE
F (· ;λ)),R

3 ≤ Cλ−2 ‖f‖∞,(ηA
B(· ;λ)),R

3 . (3.35)

Let moreover

1 ≤ A < 3, B > 0, or A ≤ B + 5, 1 < A+B ≤ 3, B ≤ 0. (v)

Then for f ∈ L∞(R3; νAB(· ;λ)) we have Oij( ;λ) ∗ f ∈ L∞(R3; νEF (· ;λ)) and
‖Oij(· ;λ) ∗ f‖∞,(νE

F (· ;λ)),R
3 ≤ Cλ−2+A−E ‖f‖∞,(νA

B (· ;λ)),R
3 . (3.36)

Remark 3.9 The inequalities (3.35), (3.36) must be understood in the follow-
ing sense. If no logarithmic terms appear, then

‖Oij(· ;λ) ∗ f‖∞,(ηE
F (· ;λ)),R

3 ≤ Cλ−2 ‖f‖∞,(ηA
B(· ;λ)),R

3 ,

analogously for the weight νEF ( ;λ). But for A+B
∗ = 3 or A = B+1, 0 ≤ B ≤ 1

we have

‖Oij(· ;λ) ∗ f‖∞,(ηE
F (· ;λ)P (ln

−1
+ (λ|·|))),R

3 ≤ Cλ−2 ‖f‖∞,(ηA
B(· ;λ)),R

3 (3.37)

and for A+B < 3, B ≤ 1
‖Oij(· ;λ) ∗ f‖∞,(ηE

F (· ;λ)P (ln
−1
+ (s(λ·)))),R

3 ≤ Cλ−2 ‖f‖∞,(ηA
B(· ;λ)),R

3 , (3.38)

where P (·) is a polynomial. Analogously for the weights νEF (· ;λ) . We can use
instead of (3.37),(3.38) for ε > 0

‖Oij(· ;λ) ∗ f‖∞,(ηE−ε
F (· ;λ)),R3 ≤ Cλ−2 ‖f‖∞,(ηA

B(· ;λ)),R
3 , (3.37’)

‖Oij(· ;λ) ∗ f‖∞,(ηE
F−ε(· ;λ)),R

3 ≤ Cλ−2 ‖f‖∞,(ηA
B(· ;λ)),R

3 , (3.38’)

respectively.
Finally, in the case of f = 0 in B1/2(0) (this is e.g. the case for Ω ⊂ R

N ,
an exterior domain) we can get for the weight νAB(· ;λ)

‖Oij(· ;λ) ∗ f‖∞,(νE−ε
F (· ;λ)),R3 ≤ Cλ−2+A−E+ε ‖f‖∞,(νA

B (· ;λ)),R
3 .
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Proof of Theorem 3.9: Let f ∈ L∞(R3; ηAB(· ; 1)). Recalling that Oij(x −
y; 1) ∼ ν−1−1(x− y; 1) we have

|Oij(· ; 1) ∗ f(x)| ≤ Cν−1−1(· ; 1) ∗ η−A−B(· ; 1)(x) ≤
≤ Cη−1−1(· ; 1) ∗ η−A−B(· ; 1)(x) .

(3.39)

We have therefore to study the convolution (3.39); we apply Tab.1 and Tab.2
with c = d = 1, a = A, b = B and we get, under the condition A + B∗ > 1
that (we skip the logarithmic factors, for a moment)

η−1−1(· ; 1) ∗ η−A−B(· ; 1)(x) ≤ Cη−E−F (x; 1)

with

E ≤ min
{
1,
A+B∗ − 1

2
, A− 1

2
, A− 1, A+B− 1, A+B − 1

2
, A+B∗ − 1

}
=

= min
{
1,
A+B∗ − 1

2
, A− 1

}
(3.40)

E + F ≤ min {2, A+B − 1, A+B∗ − 1} = min {2, A+B∗ − 1} .
We therefore easily get (i) and (ii), see Fig. 3 below:
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E + F = A + B∗ − 1

D2 :

E = 1

E + F = 2

D3 :

E = A+B−1

2

E + F = A + B − 1

Fig. 3

Let us now regard the logarithmic factors. From Ω0 we have ln+(λ|x|) when-
ever B = 1, A ≤ 2 or A + B∗ = 3 and e0 = 1 +

1
2 min(0, A + B∗ − 3),

e0+f0 = 2+min(0, A+B∗−3). Therefore, if A+B∗ = 3 the factor ln+(λ|x|)
must be taken into account. But for B = 1, 0 < A < 2 we have e0 =

A
2 > A−1,

e0+ f0 = A+B∗ − 1 = A and therefore, we can assume only ln+(λs(x)) here.
Next in Ω1 ln+(λ|x|) due to d = 1. But e1 = A − 1

2 > min{1, A+B
∗−1
2 , A − 1}

and e1+ f1 = A+B− 1. So for B > 1 we easily see A+B− 1 > A+B∗ − 1,
but for 1 < A+B < 3, B ≤ 1 we have e1+ f1 = A+B∗ − 1 and therefore we
must assume ln+(λs(x)) here.



II Oseen problem 67

Analogically we proceed in other subdomains and we get (iii) and (iv). The
estimate (3.35) for λ = 1 is therefore shown. In order to show (3.35) for λ 6= 1,
let us recall the homogeneity property of Oij(x−y;λ). Namely, for N = 3 we
have Oij(x− y;λ) = λOij(λ(x− y); 1) and therefore

∣∣∣
∫

R
3
Oij(x− y;λ) f(y) dy

∣∣∣ = λ−2
∣∣∣
∫

R
3
Oij(λx− z)f(

z

λ
) dz

∣∣∣ ≤

≤ λ−2 sup
y∈R

3

∣∣∣f(y) ηAB(λy; 1)
∣∣∣ η−E−F (λx; 1)P1(ln+(λ|x|))P2(ln+ s(λx))

and so, as ηAB(λx; 1) = η
A
B(x;λ) we have (3.35).

Let us study the weight νAB(x;λ). From Lemma 3.11 we have the conditions
E ≥ max (0, A− 2) and A < 3 and therefore we get on D1 that A ≥ 1, on
D2 that A < 3 and on D3

A+B−1
2 ≥ A− 2 i.e. A ≤ B + 5. Finally, to show

(3.36) we proceed as in the case of the estimate (3.35). Evidently, (3.36) holds
for λ = 1. Therefore

∣∣∣
∫

R
3
Oij(x− y;λ) f(y) dy

∣∣∣ ≤
≤ λ−2 sup

y∈R
3

|f(y)νAB(λy; 1)| ν−E−F (λx; 1)P1(ln+(λ|x|))P2(ln+ s(λx)) =

= λ−2+A−E ‖f‖∞,(νA
B (· ;λ)),R

3 ν−E−F (x;λ)P1(ln+(λ|x|))P2(ln+ s(λx)).

2

Theorem 3.10 Let A + B > 1/2, A > −1 and i, j = 1, 2, 3. Then for f ∈
L∞(R3; ηAB(· ;λ)) we have ∇Oij(· ;λ) ∗ f ∈ L∞(R3; ηEF (· ;λ)), where

E =





A− 1
2 for −1 < A ≤ 2, A ≤ B + 1, B ≥ 0

3
2 for A+B∗ ≥ 3
A+B − 1

2 for B < 0, A+B ≤ 1
A+B
2 for B ≤ A− 1, 1 ≤ A+B ≤ 3

(i)

E + F =





A+B∗ for −1 < A ≤ 2, B ≥ 3
2

A+B − 1
2 for A+B ≤ 7

2 , B ≤ 3
2

3 for A+B ≥ 7
2 , A ≥ 2

(ii)

with logarithmic factors

ln+(λ|x|) for





A+B∗ = 3

A = B + 1, 0 ≤ B ≤ 1
A+B = 1, B ≤ 0
B = −12 , 34 ≤ A ≤ 5

4

(iii)

ln+(λs(x)) for

{
A = B + 1, 1 < B ≤ 5

4

A+B = 1, 0 < B ≤ 3
2 .

(iv)
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Moreover we have

‖∇Oij(· ;λ) ∗ f‖∞,(ηE
F (· ;λ)),R

3 ≤ Cλ−1 ‖f‖∞,(ηA
B(· ;λ)),R

3 . (3.41)

Let in addition for A, B following conditions are satisfied:

1

2
≤ A ≤ 5

2
, B ≥ −1

2
, A ≤ B + 2. (v)

Then for f ∈ L∞(R3; νAB(· ;λ)) we have ∇kOij ∗ f ∈ L∞(R3; νEF (· ;λ)) and

‖∇Oij(· ;λ) ∗ f‖∞,(νE
F (· ;λ)),R

3 ≤ Cλ−1+A−E ‖f‖∞,(νA
B (· ;λ)),R

3 . (3.42)

Sketch of the proof: The theorem (as the following theorems of this sub-
section) can be proved analogically as Theorem 4.1. We shall therefore not give
the details of the proof but we only mention the most important steps.
From Tab.1 and Tab.2 we have for A+B∗ > 0 and A+B > 1

2

E ≤ min
{
3

2
,
A+B∗

2
, A− 1

4
, A− 1

2
, A, A+B − 1

2
,
A+B

2
, A+B∗

}
=

= min
{
3

2
,
A+B∗

2
, A− 1

2
, A+B − 1

2

}
, (3.43)

E + F ≤ min
{
3, A+B∗, A+B − 1

2

}
.

For the weight νAB we use that E ≥ max{A− 1, 0}. Finally, the estimates (3.41)
and (3.42) follow from the rescaling argument.

2

Theorem 3.11 Let A + B∗ > 0. Let R = |∇2OOO − ∇2SS| or R = ∇1OOO. Then
for f ∈ L∞(R3; ηAB(· ;λ)) we have R ∗ f ∈ L∞(R3; ηEF (· ;λ)), where

E =





A for −1 < A ≤ 2, A ≤ B + 1, B ≥ 0
2 for A+B∗ ≥ 3
A+B for B ≤ 0, 0 < A+B < 1
A+B+1
2 for B ≤ A− 1, 1 ≤ A+B ≤ 3

(i)

E + F =

{
A+B∗ for A+B∗ ≤ 3
3 for A+B∗ ≥ 3 (ii)

with logarithmic factors

ln+(λ|x|) for A+B∗ ≤ 3. (iii)

Moreover we have

‖|∇2OOO(· ;λ)−∇2SS(·)| ∗ f‖∞,(ηE
F (· ;λ)),R

3 ≤ C ‖f‖∞,(ηA
B(· ;λ)),R

3 (3.44)
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‖∇1OOO(· ;λ) ∗ f‖∞,(ηE
F (· ;λ)),R

3 ≤ Cλ−1 ‖f‖∞,(ηA
B(· ;λ)),R

3 . (3.45)

Let in addition for A, B following conditions are satisfied

0 ≤ A < 3, B ≥ −1, A < B + 3. (iv)

Then for f ∈ L∞(R3; νAB(· ;λ)) we have R ∗ f ∈ L∞(R3; νEF (· ;λ)) and

‖|∇2OOO(· ;λ)−∇2SS(·)| ∗ f‖∞,(νE
F (· ;λ)),R

3 ≤ CλA−E ‖f‖∞,(νA
B (· ;λ)),R

3 , (3.46)

‖∇1OOO(· ;λ) ∗ f‖∞,(νE
F (· ;λ)),R

3 ≤ Cλ−1+A−E ‖f‖∞,(νA
B (· ;λ)),R

3 . (3.47)

Sketch of the proof: From Tab.1 and Tab.2 we have for A+B∗ > 0

E ≤ min
{
2,
A+B∗ + 1

2
, A,

A+B + 1

2
, A+B, A+

1

2
,

A+B +
1

2
, A+B∗

}
= min

{
2,
A+B∗ + 1

2
, A, A+B∗

}
(3.48)

E + F ≤ min {3, A+B∗, A+B}
= min {3, A+B∗} .

For the weight νAB we use that E ≥ max{A − 1, 0}. Finally, the estimates
(3.44)—(3.47) follow from the rescaling argument.

2

Theorem 3.12 Let A+B∗ > 1, i = 1, 2, 3. Then for f ∈ L∞(R3; ηAB(· ;λ)) we
have ei ∗ f ∈ L∞(R3; ηEF (· ;λ)), where

E =





2 for A+B∗ ≥ 3, A ≥ 5
2

A− 1
2 for A ≤ 5

2 , B ≥ 1
2

A+B∗ − 1 for B ≤ 1
2 , A+B

∗ ≤ 3
(i)

E + F =

{
2 for A+B∗ ≥ 3
A+B∗ − 1 for A+B∗ ≤ 3 (ii)

with logarithmic factors

ln+(λ|x|) for





B = 1
2 ,
1
2 < A ≤ 5

2

B = 1, 2 ≤ A ≤ 5
2

A+B∗ = 3, A ≥ 5
2

(iii)

ln+(λs(x)) for

{
A+B∗ = 3, 2 ≤ A < 5

2

B = 1, 0 < A < 2.
(iv)

Moreover we have

‖ei ∗ f‖∞,(ηE
F (· ;λ)),R

3 ≤ Cλ−1 ‖f‖∞,(ηA
B(· ;λ)),R

3 . (3.49)
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Let in addition for A, B following conditions are satisfied

1

2
≤ A < 3, B ≥ 0. (v)

Then for f ∈ L∞(R3; νAB(· ;λ)) we have ei ∗ f ∈ L∞(R3; νEF (· ;λ)) and
‖ei ∗ f‖∞,(νE

F (· ;λ)),R
3 ≤ Cλ−1+A−E ‖f‖∞,(νA

B (· ;λ)),R
3 . (3.50)

Sketch of the proof: From Tab.1 and Tab.2 we have for A+B∗ > 1

E ≤ min
{
2,
A+B∗ + 1

2
, A− 1

2
,
A+B + 1

2
, A+B − 1,

A+B∗ − 1
}
= min

{
2, A− 1

2
, A+B∗ − 1

}
(3.51)

E + F ≤ min {2, A+B − 1, A+B∗ − 1} =
= min {2, A+B∗ − 1} . (3.52)

For the weight νAB we use that E ≥ max{A − 1, 0}. Finally, the estimates
(3.49)—(3.50) follow from the rescaling argument.

2

Theorem 3.13 Let A + B∗ > 0, k = 2, 3. Let R = |∇21kOOO −∇21kSS|. Then for
f ∈ L∞(R3; ηAB(· ;λ)) we have R ∗ f ∈ L∞(R3; ηEF (· ;λ)), where

E =





A for A ≤ 5
2 , A ≤ B + 2, B ≥ 0

5
2 for A+min{B, 12} ≥ 3
A+B∗ for B ≤ 0, A+B ≤ 2
A+B+2
2 for B ≤ A− 2, 2 ≤ A+B ≤ 3

(i)

E + F =

{
A+B∗ for A+B∗ ≤ 3
3 for A+B∗ ≥ 3 (ii)

with logarithmic factors

ln+(λ|x|) for





A+B∗ = 3, B ≤ 1
2

A ≤ 5
2 , B ≥ 0, A ≥ B + 2

A+B = 2, B ≤ 0
(iii)

ln+(λs|x|) for
{
A+B∗ < 2, B ≤ 0
2 < A+B∗ < 3, A > B + 2 .

(iv)

Moreover we have

‖|∇21kOOO(· ;λ)−∇21kSS(·)| ∗ f‖∞,(ηE
F (· ;λ)),R

3 ≤ C ‖f‖∞,(ηA
B(· ;λ)),R

3 . (3.53)

Let in addition for A, B following conditions are satisfied

0 < A < 3, B ≥ −1. (v)

Then for f ∈ L∞(R3; νAB(· ;λ)) we have R ∗ f ∈ L∞(R3; νEF (· ;λ)) and
‖|∇21kOOO(· ;λ)−∇21kSS(·)| ∗ f‖∞,(νE

F (· ;λ)),R
3 ≤ CλA−E ‖f‖∞,(νA

B (· ;λ)),R
3 . (3.54)
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Sketch of the proof: From Tab.1 and Tab.2 we have for A+B∗ > 0

E ≤ min
{
5

2
,
A+B∗ + 2

2
, A,

A+B + 2

2
, A+B +

1

2
, A+B, A+B∗

}
=

= min
{
5

2
,
A+B∗ + 2

2
, A, A+B∗

}
(3.55)

E + F ≤ min {3, A+B∗, A+B} =
= min {3, A+B∗} .

For the weight νAB we use that E ≥ max{A − 1, 0}. Finally, the estimates
(3.53)—(3.54) follow from the rescaling argument.

2

Theorem 3.14 Let A + B∗ > 0. Let R = |∇211OOO − ∇211SS|. Then for f ∈
L∞(R3; ηAB(· ;λ)) we have R ∗ f ∈ L∞(R3; ηEF (· ;λ)), where

E =





A for A ≤ 3, B ≥ 0
3 for A+min{B, 0} ≥ 3
A+B for B ≤ 0, A+B ≤ 3

(i)

E + F =

{
A+B∗ for A+B∗ ≤ 3
3 for A+B∗ ≥ 3 (ii)

with logarithmic factors

ln+(λ|x|) for
{
A ≤ 3, B ≥ 0
A+B = 3, B ≤ 0 . (iii)

ln+(λs|x|) for A+B∗ < 3, B ≤ 0 . (iv)

Moreover we have

‖|∇211OOO(· ;λ)−∇211SS(·)| ∗ f‖∞,(ηE
F (· ;λ)),R

3 ≤ C ‖f‖∞,(ηA
B(· ;λ)),R

3 . (3.56)

Let in addition for A, B following conditions are satisfied

A < 3, B ≥ −1 . (v)

Then for f ∈ L∞(R3; νAB(· ;λ)) we have R ∗ f ∈ L∞(R3; νEF (· ;λ)) and

‖|∇211OOO(· ;λ)−∇211SS(·)| ∗ f‖∞,(νE
F (· ;λ)),R

3 ≤ CλA−E ‖f‖∞,(νA
B (· ;λ)),R

3 . (3.57)

Sketch of the proof: From Tab.1 and Tab.2 we have for A+B∗ > 0

E ≤ min
{
3,
A+B∗ + 3

2
, A,

A+B + 3

2
, A+B + 1, A+B, A+B∗

}
=

= min {3, A, A+B∗} (3.58)
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E + F ≤ min {3, A+B∗, A+B} = min {3, A+B∗} .
For the weight νAB we use that E ≥ max{A − 1, 0}. Finally, the estimates

(3.56)—(3.57) follow from the rescaling argument.

2

We continue with the theorems in the twodimensional case. Again, the proofs
are only sketched.

Theorem 3.15 Let A+B∗ > 1. Then for f ∈ L∞(R2; ηAB(· ;λ)) we have O11 ∗
f ∈ L∞(R2; ηEF (· ;λ)), where

E =





A− 1 for A ≤ B∗ + 1
A+B−1
2 for A ≥ B + 1 A+B ≤ 2

1
2 for A+B∗ ≥ 2

(i)

E + F =

{
1 for A+B∗ ≥ 2
A+B∗ − 1 for A+B∗ ≤ 2 (ii)

with logarithmic factors

ln+(λ|x|) for
{
A+B∗ = 2

A = B + 1, 0 < B ≤ 1
2

(iii)

ln+(λs(x)) for
{
A+B < 2, B ≤ 1

2 . (iv)

Moreover we have

‖O11(· ;λ) ∗ f‖∞,(ηE
F (· ;λ)),R

2 ≤ Cλ−2 ‖f‖∞,(ηA
B(· ;λ)),R

2 . (3.59)

Let in addition for A following conditions are satisfied

1 ≤ A < 2. (v)

Then for f ∈ L∞(R2; νAB(· ;λ)) we have O11(· ;λ) ∗ f ∈ L∞(R2; νEF (· ;λ)) and

‖O11(· ;λ) ∗ f‖∞,(νE
F (· ;λ)),R

2 ≤ Cλ−2+A−E ‖f‖∞,(νA
B (· ;λ)),R

2 . (3.60)

Sketch of the proof: From Tab.3 and Tab.4 we have for A+B∗ > 1

E ≤ min
{1
2
,
A+B∗ − 1

2
, A− 1

2
, A− 1, A+B − 1

2
, A+B − 1,

A+B∗ − 1
}
= min

{
1

2
,
A+B∗ − 1

2
, A− 1

}
(3.61)

E + F ≤ min {1, A+B∗ − 1, A+B − 1} = min {1, A+B∗ − 1} .
For the weight νAB we use that E ≥ max{A− 2, 0}. Finally, the estimates (3.59)
and (3.60) follow from the rescaling argument.

2
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Theorem 3.16 Let A+B∗ > 1, i, j = 1, 2, i · j 6= 1, R = Oij or R = ei. Then
for f ∈ L∞(R2; ηAB(· ;λ)) we have R ∗ f ∈ L∞(R2; ηEF (· ;λ)), where

E = E + F =

{
1 for A+B∗ ≥ 2
A+B∗ − 1 for A+B∗ ≤ 2 (i)

with logarithmic factors

ln+(λ|x|) for
{
A+B∗ = 2

1 < A+B∗ ≤ 2, B ≥ 1
2 .

(ii)

Moreover, we have

‖Oij(· ;λ) ∗ f‖∞,(ηE
F (· ;λ)),R

2 ≤ Cλ−2 ‖f‖∞,(ηA
B(· ;λ)),R

2 , (3.62)

‖ei ∗ f‖∞,(ηE
F (· ;λ)),R

2 ≤ Cλ−1 ‖f‖∞,(ηA
B(· ;λ)),R

2 . (3.63)

Let in addition for A, B following conditions are satisfied

A < 2, B∗ ≥ 0 ( if R = Pi) or A < 2, ( if R = Oij). (iii)

Then for f ∈ L∞(R2; νAB(· ;λ)) we have R ∗ f ∈ L∞(R2; νEF (· ;λ)) and

‖Oij(· ;λ) ∗ f‖∞,(νE
F (· ;λ)),R

2 ≤ Cλ−2+A−E ‖f‖∞,(νA
B (· ;λ)),R

2 , (3.64)

‖ei ∗ f‖∞,(νE
F (· ;λ)),R

2 ≤ Cλ−1+A−E ‖f‖∞,(νA
B (· ;λ)),R

2 . (3.65)

Sketch of the proof: From Tab.3 and Tab.4 we have for A+B∗ > 1

E ≤ min
{
1,
A+B∗

2
, A− 1

2
,
A+B

2
, A+B∗ − 1, A+B − 1

}
=

= min {1, A+B∗ − 1} (3.66)

E + F ≤ min {1, A+B∗ − 1, A+B − 1} = min {1, A+B∗ − 1} .
For the weight νAB we use that E ≥ max{A− 2, 0} and E ≥ max{A− 1, 0} for
the kernels Oij and ei, respectively. Finally, the estimates (3.62)–(3.65) follow
from the rescaling argument.

2

Theorem 3.17 Let A + B∗ > 0, A + B > 1
2 . Then for f ∈ L∞(R2; ηAB(· ;λ))

we have ∇2O11(· ;λ) ∗ f ∈ L∞(R2; ηEF (· ;λ)), where

E =





1 for A+B∗ ≥ 2
A− 1

2 for −12 < A ≤ 3
2 , B ≥ 0, A ≤ B + 1

A+B∗

2 for 1 ≤ A+B ≤ 2, A ≥ B + 1

A+B − 1
2 for B ≤ 0, A+B ≤ 1

(i)
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E + F =





2 for A+B ≥ 5
2 , A ≥ 3

2

A+B∗ for −12 < A ≤ 3
2 , B ≥ 1

A+B − 1
2 for A+B ≤ 5

2 , B ≤ 1
(ii)

with logarithmic factors

ln+(λ|x|) for





A+B∗ = 2

B = A− 1, 0 ≤ B ≤ 1
2

A+B = 1, B ≤ 0
(iii)

ln+(λs(x)) for A+B = 1, 0 < B ≤ 1. (iv)

Moreover, we have

‖∇2O11(· ;λ) ∗ f‖∞,(ηE
F (· ;λ)),R

2 ≤ Cλ−1 ‖f‖∞,(ηA
B(· ;λ)),R

2 . (3.67)

Let in addition for A, B following conditions are satisfied

1

2
< A < 2, B ≥ −1

2
, B ≥ A− 2. (v)

Then for f ∈ L∞(R2; νAB(· ;λ)) we have ∇2O11(· ;λ) ∗ f ∈ L∞(R2; νEF (· ;λ))
and

‖∇2O11(· ;λ) ∗ f‖∞,(νE
F (· ;λ)),R

2 ≤ Cλ−1+A−E ‖f‖∞,(νA
B (· ;λ)),R

2 . (3.68)

Sketch of the proof: From Tab.3 and Tab.4 we have for A+B∗ > 0 and
A+B > 1

2

E ≤ min
{
1,
A+B∗

2
, A− 1

4
, A− 1

2
,
A+B

2
, A, A+B − 1

2
, A+B∗

}
=

= min
{
1,
A+B∗

2
, A− 1

2
, A+B − 1

2

}
(3.69)

E + F ≤ min
{
2, A+B∗, A+B − 1

2
, A+B

}
=

= min
{
2, A+B∗, A+B − 1

2

}
.

For the weight νAB we use that E ≥ max{A− 1, 0}. Finally, the estimates (3.67)
and (3.68) follow from the rescaling argument.

2

Theorem 3.18 Let A + B∗ > 0 and R = |∇2OOO − ∇2SS| or R = |∇iOjk|,
(i, j, k) 6= (2, 1, 1). Then for f ∈ L∞(R2; ηAB(· ;λ)) R ∗ f ∈ L∞(R2; ηEF (· ;λ)),
where

E =





3
2 for A+B∗ ≥ 2
A for A ≤ 3

2 , B ≥ 0, A ≤ B + 1
A+B+1
2 for 1 ≤ A+B ≤ 2, A ≥ B + 1

A+B for B ≤ 0, A+B ≤ 1

(i)
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E + F =

{
2 for A+B∗ ≥ 2
A+B∗ for A+B∗ ≤ 2, (ii)

with logarithmic factors

ln+(λ|x|) for A+B∗ ≤ 2. (iii)

Moreover, we have

‖|∇2OOO(· ;λ)−∇2SS(·)| ∗ f‖∞,(ηE
F (· ;λ)),R

2 ≤ C ‖f‖∞,(ηA
B(· ;λ)),R

2 (3.70)

‖|∇iOjk(· ;λ)| ∗ f‖∞,(ηE
F (· ;λ)),R

2 ≤ Cλ−1 ‖f‖∞,(ηA
B(· ;λ)),R

2 . (3.71)

Let in addition for A, B following conditions are satisfied

0 ≤ A < 2, B ≥ −1. (iv)

Then for f ∈ L∞(R2; νAB(· ;λ)) we have R ∗ f ∈ L∞(R2; νEF (· ;λ)) and

‖|∇2OOO(· ;λ)−∇2SS(·)| ∗ f‖∞,(νE
F (· ;λ)),R

2 ≤ CλA−E ‖f‖∞,(νA
B (· ;λ)),R

2 (3.72)

‖|∇iOjk(· ;λ)| ∗ f‖∞,(νE
F (· ;λ)),R

2 ≤ Cλ−1+A−E ‖f‖∞,(νA
B (· ;λ)),R

2 . (3.73)

Sketch of the proof: From Tab.3 and Tab.4 we have for A+B∗ > 0

E ≤ min
{
3

2
,
A+B∗ + 1

2
, A, A+B,

A+B + 1

2
, A+B∗

}
=

= min
{
3

2
,
A+B + 1

2
, A, A+B

}
(3.74)

E + F ≤ min {2, A+B, A+B∗} = min {2, A+B∗} .
For the weight νAB we use that E ≥ max{A−1, 0}. Finally, the estimates (3.70)–
(3.73) follow from the rescaling argument.

2

Theorem 3.19 Let A + B∗ > 0 and R = |∇2ijOkl − ∇2ijSkl|, (i, j, k, l) 6=
(2, 2, 1, 1) or R = |∇iOjk|, (j, k) 6= (1, 1), (i, j, k) 6= (1, 1, 2). Then for f ∈
L∞(R2; ηAB(· ;λ)) we have R ∗ f ∈ L∞(R2; ηEF (· ;λ)), where

E =





2 for A+B∗ ≥ 2
A for A ≤ 2, B ≥ 0
A+B for B ≤ 0, A+B ≤ 2

(i)

E + F =

{
2 for A+B∗ ≥ 2
A+B∗ for A+B∗ ≤ 2 (ii)

with logarithmic factors

ln+(λ|x|) for A+B∗ ≤ 2. (iii)
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Moreover, we have

‖|∇2ijOkl(· ;λ)−∇2ijSkl(·)| ∗ f‖∞,(ηE
F (· ;λ)),R

2 ≤ C ‖f‖∞,(ηA
B(· ;λ)),R

2 (3.75)

‖|∇iOjk(· ;λ)| ∗ f‖∞,(ηE
F (· ;λ)),R

2 ≤ Cλ−1 ‖f‖∞,(ηA
B(· ;λ)),R

2 . (3.76)

Let in addition for A, B following conditions are satisfied

0 ≤ A < 2, B ≥ −1. (iv)

Then for f ∈ L∞(R2; νAB(· ;λ)) we have R ∗ f ∈ L∞(R2; νEF (· ;λ)) and

‖|∇2ijOkl(· ;λ)−∇2ijSkl(·)| ∗ f‖∞,(νE
F (· ;λ)),R

2 ≤ CλA−E ‖f‖∞,(νA
B (· ;λ)),R

2 (3.77)

‖|∇iOjk(· ;λ)| ∗ f‖∞,(νE
F (· ;λ)),R

2 ≤ Cλ−1+A−E ‖f‖∞,(νA
B (· ;λ)),R

2 . (3.78)

Sketch of the proof: From Tab.3 and Tab.4 we have for A+B∗ > 0

E ≤ min
{
2,
A+B∗ + 2

2
, A, A+B +

1

2
,
A+B + 2

2
, A+B, A+B∗

}
=

= min {2, A, A+B∗} (3.79)

E + F ≤ min {2, A+B∗, A+B} = min {2, A+B∗} .
For the weight νAB we use that E ≥ max{A−1, 0}. Finally, the estimates (3.75)–
(3.78) follow from the rescaling argument.

2

II.3.3 Weakly singular integrals. Weighted Lp–estimates

This subsection is devoted to the Lp–theory for the weakly singular Oseen
potentials; combining the results with those concerning the singular potentials
we then get the Lp–theory for integral operators with kernels formed by second
gradients of the fundamental Oseen tensor.
Similarly as in the case of the L∞–theory, we give detailed proof only for

one case. The other theorems can be shown following the same lines.

Theorem 3.20 Let T be an integral operator with the kernel Oij(· ;λ), T :
f 7→ Oij(· ;λ) ∗ f, i, j = 1, 2, 3 and let 1 < p < ∞. Then T is well defined
continuous operator:

a) Lp(R3; ηα+p/2β (· ;λ)) 7−→ Lp(R3; ηα−p/2β−ε (· ;λ))

for −1 < β ≤ p−1, p/2−3 < α+β < 5p/2−3, −3p/2+1 < α−β < p/2+1,
ε > 0

b) Lp(R3; να+p/2β (· ;λ)) 7−→ Lp(R3; να−p/2β−ε (· ;λ))

for −1 < β ≤ p−1, p/2−3 < α+β < 5p/2−3, −3p/2+1 < α−β < p/2+1,
p/2− 3 < α < 5p/2− 3, ε > 0.
Moreover, we have for α, β specified in a) and b), respectively
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ad a)

‖Oij(· ;λ) ∗ f‖p,(ηα−p/2
β−ε

(· ;λ)),R3 ≤ C λ−2‖f‖
p,(η

α+p/2
β

(· ;λ)),R3 , (3.80)

ad b)

‖Oij(· ;λ) ∗ f‖p,(να−p/2
β−ε

(· ;λ)),R3 ≤ C λ−1‖f‖
p,(ν

α+p/2
β

(· ;λ)),R3 . (3.81)

Proof: We proceed similarly as in the case of L∞–weighted estimates. Studying
first ηαβ (· ;λ) weights we show (3.80) for λ = 1, applying the homogeneity
properties of OOO(· ;λ) we get (3.80) in the general situation λ 6= 1. Next, using
the results from a) together with Lemma 3.12 we show (3.81). Let us denote

K(x,y) = Oij(x− y; 1)
(
η
α−p/2
β−ε (x)

)1/p (
η
α+p/2
β (y)

)−1/p

F (y) = f(y)
(
η
α+p/2
β (y)

)1/p
.

We easily observe that, in order to verify (3.80) with λ = 1, it is sufficient to
show that there exists C > 0, independent of f, such that

∥∥∥
∫

R
3
K(· ,y)F (y) dy

∥∥∥
p
≤ C ‖F‖p . (3.82)

Let L(·), M(·) be non-negative functions defined on R
3 such that for all

x,y ∈ R
3

J0(x) :=
∫

R
3
|K(x,y)| L(y)q dy ≤ CqM(x)q,

J1(y) :=
∫

R
3
|K(x,y)| M(x)p dx ≤ Cp L(y)p,

(3.83)

where C > 0, 1 < p <∞ and p−1 + q−1 = 1. Then relation (3.82) is satisfied.
Indeed,

∥∥∥
∫

R
3
K(· ,y)F (y) dy

∥∥∥
p

p
≤

≤
∫

R
3

{(∫

R
3
|K(x,y)| |F (y)|p L(y)−p dy

) 1
p

J0(x)
1
q

}p
dx ≤

≤ Cp
∫

R
3
M(x)p

∫

R
3
|K(x,y)| |F (y)|p L(y)−pdy dx =

Cp
∫

R
3
|F (y)|p J1(y)L(y)−pdy ≤ C2p ‖F‖pp ,

i.e. we get (3.83). We shall suppose the functions L(·),M(·) in the form L(x) =
M(x) = η−A−B(x), A,B ∈ R

1. Denoting

a0 = qA+ α
p +

1
2

b0 = qB +
β
p

a1 = pA− α
p +

1
2

b1 = pB − β
p

(3.84)

we get that in order to verify (3.83)1,2 we have to find ai, bi, i = 0, 1, such that
∫

R
3
Oij(x− y; 1) η−ai

−bi (y) dy ≤ C η−ai+1
−bi+ε (x)



78 M. Pokorný: Asymptotic behaviour . . .

for all x ∈ R
3. Applying Theorem 3.9 with f = η−ai

−bi (·) we get the following
set of conditions:

ai < bi + 1, bi ≤ 1, ai + bi > 1, i = 1, 2, (3.85)

ai, bi defined in (3.84). We take δ and κ in such a way that

A =
−α
pq
+
2δ

pq
B =

−β
pq
+
2κ

pq
.

From (3.84) we get

κ ≤ p
2

δ + κ < p
4 + 2κ

δ + κ > p
4

κ < (1 + β) q2
δ + κ ≤ 2κ+ (α− β + 12)

q
2

δ + κ ≥ (12 + α+ β)
q
2 ,

(3.86)

it means that

max
{p
4
, (
1

2
+ α+ β)

q

2
(∗)
}
< min

{5
4
p,

p

4
+ (1 + β)q, (α− β +

1

2
)
q

2
+ p(∗), (1 + β)q + (α− β +

1

2
)
q

2

}
,

(3.87)

where the sign (∗) denotes that the corresponding inequality can be taken non–
sharp. From here we easily see that the conditions on ai, bi can be satisfied
for some A,B ∈ R if, for sufficiently small ε > 0, we have −1 < β ≤ p − 1,
p/2− 3 < α+ β < 5p/2− 3, −3p/2 + 1 < α− β < p/2 + 1. Now, recalling the
obvious fact that (1+ s(x))β ≤ (1+ s(x))β+ε for all ε > 0 and x ∈ R

3 we prove
(3.80) with λ = 1 for any ε > 0.
Next let λ 6= 1. As Oij(x− y;λ) = λOij(λ(x− y); 1)we easily have

∫

R
3

∣∣∣
∫

R
3
Oij(x− y;λ) f(y) dy

∣∣∣
p
η
α−p/2
β−ε (x;λ) dx =

= λ−2p
∫

R
3

∣∣∣
∫

R
3
Oij(λx− z; 1) f

(z
λ

)
dz
∣∣∣
p
η
α−p/2
β−ε (λx; 1) dx ≤

≤ C λ−2p−3
∫

R
3

∣∣∣f
(z
λ

)∣∣∣
p
η
α+p/2
β (z; 1) dz = C λ−2p

∫

R
3
|f(y)|p ηα+p/2β (y;λ) dy

and we have (3.80) with λ 6= 1.
In order to prove (3.81) we redefine the functions K(·, ·), and F (·)

K(x,y) = Oij(x− y; 1)
(
ν
α−p/2
β−ε (x)

)1/p (
ν
α+p/2
β (y)

)−1/p

F (y) = f(y)
(
ν
α+p/2
β (y)

)1/p
.

We will now proceed as in first part of the proof but now we search the functions
L(·),M(·) in the form L(x) = µ−A,−G−B (x), M(x) = µ−A,−H−B (x). Denoting

c0 = qG+ α
p +

1
2

d0 = qH +
α
p − 1

2

c1 = pG− α
p +

1
2

d1 = pH − α
p − 1

2

(3.88)
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we see that in order to verify (3.83)1,2 we have to find ai, bi (see (3.84), (3.85))
and ci, di such that

∫

R
3
Oij(x− y; 1)µ−ai,−ci

−bi (y) dy ≤ C µ−ai+1,−di
−bi+ε (x), x ∈ R

3 \ {0}.

Recalling that Oij(x − y; 1) ∼ ν−1−1(x − y; 1) we get from Lemma 3.12 the
following two possible sets of conditions for ci, di :

(i)

ci < 3

ci + 1 > 3

di ≥ ci − 2
(ii)

ci < 2

di ≥ 0 ,
where in both cases i = 0, 1. Conditions for ai, bi are the same as in the first
part of proof. From the conditions (i) we get following additional restriction6

p/2− 3 < α < 5p/2− 3.

Case (ii) gives more restrictive conditions on α, and therefore no extension
of the result. So, (3.81) is proved in the case λ = 1.
Finally to get (3.81) with λ 6= 1 we proceed as in the case of the weights

ηAB(· ;λ) . We have
∫

R
3

∣∣∣
∫

R
3
Oij(x− y;λ) f(y) dy

∣∣∣
p
ν
α−p/2
β−ε (x;λ) dx =

= λ−2p−α+p/2
∫

R
3

∣∣∣
∫

R
3
Oij(λx− z; 1) f

(z
λ

)
dz
∣∣∣
p
ν
α−p/2
β−ε (λx; 1) dx ≤

≤ C λ−2p−α+p/2−3
∫

R
3

∣∣∣f
(z
λ

)∣∣∣
p
ν
α+p/2
β (z; 1) dz =

C λ−p
∫

R
3
|f(y)|p να+p/2β (y;λ) dy

and we have (3.81) with λ 6= 1. The proof is finished.

2

The following theorems can be shown using the same technique as above.

Theorem 3.21 Let T be an integral operator with the kernel |∇OOO|, T : f 7→
|∇OOO| ∗ f , and let 1 < p <∞. Then T is well defined continuous operator:

a) Lp(R3; ηα+p/2β (· ;λ)) 7−→ Lp(R3; ηαβ (· ;λ))

for −3/2 < β < 3p/2 − 3/2, −7/2 < α + β < 3p− 7/2, −3p/2− 1/2 < α <
3p/2− 1/2, −3p+ 2 < α− β < p/2 + 2

b) Lp(R3; να+p/2β (· ;λ)) 7−→ Lp(R3; ναβ (· ;λ))

for −3/2 < β < 3p/2 − 3/2, −7/2 < α + β < 3p − 7/2, max{−3p/2 −
1/2, −3} < α < min{3p/2− 1/2, 5p/2− 3}, −3p+ 2 < α− β < p/2 + 2 .
Moreover, we have for α, β specified in a) and b), respectively

6The procedure is more or less the same as above; G and H play now the role of δ and κ.
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ad a)
‖|∇OOO(· ;λ)| ∗ f‖p,(ηα

β
(· ;λ)),R3 ≤ C λ−1‖f‖

p,(η
α+p/2
β

(· ;λ)),R3 , (3.89)

ad b)

‖|∇OOO(· ;λ)| ∗ f‖p,(να
β
(· ;λ)),R3 ≤ C λ−

1
2 ‖f‖

p,(ν
α+p/2
β

(· ;λ)),R3 . (3.90)

Theorem 3.22 Let R = |∇2OOO − ∇2SS| or R = ∇1OOO. Let T be an integral
operator with the kernel R, T : f 7→ R ∗ f , and let 1 < p < ∞. Then T is well
defined continuous operator:

a) Lp(R3; ηα+p/2β (· ;λ)) 7−→ Lp(R3; ηα+p/2−εβ (· ;λ))

for −1 ≤ β ≤ p−1, −p/2−3 < α+β ≤ 5p/2−3, −5p/2+1 < α−β ≤ p/2+1,
ε > 0

b) Lp(R3; να+p/2β (· ;λ)) 7−→ Lp(R3; να+p/2−εβ (· ;λ))

for −1 ≤ β ≤ p− 1, −p/2− 3 < α+ β < 5p/2− 3, −p/2− 3 < α < 5p/2− 3,
−5p/2 + 1 < α− β ≤ p/2 + 1, 0 < ε < p/2 + 3 + α .
Moreover, we have for α, β specified in a) and b), respectively

ad a)
‖|∇2OOO(· ;λ)−∇2SS(·)| ∗ f‖

p,(η
α+p/2−ε
β

(· ;λ)),R3 ≤
≤ C ‖f‖

p,(η
α+p/2
β

(· ;λ)),R3 ,
(3.91)

‖∇1OOO(· ;λ) ∗ f‖p,(ηα+p/2−ε
β

(· ;λ)),R3 ≤ C λ−1‖f‖
p,(η

α+p/2
β

(· ;λ)),R3 , (3.92)

ad b)
‖|∇2OOO(· ;λ)−∇2SS(·)| ∗ f‖

p,(ν
α+p/2−ε
β

(· ;λ)),R3 ≤
≤ C λ

ε
p ‖f‖

p,(ν
α+p/2
β

(· ;λ)),R3 ,
(3.93)

‖∇1OOO(· ;λ) ∗ f‖p,(να+p/2−ε
β

(· ;λ)),R3 ≤ C λ
ε
p
−1‖f‖

p,(ν
α+p/2
β

(· ;λ)),R3 . (3.94)

Corollary 3.3 Let T be an integral operator in the principal value sense with
the kernel ∇2OOO(· ;λ), T : f 7→ R ∗ f, and let 1 < p < ∞. Then T is well
defined continuous operator:

a) Lp(R3; ηα+p/2β (· ;λ)) 7−→ Lp(R3; ηα+p/2−εβ (· ;λ))

for −1 < β < p−1, −p/2−3 < α+β < 5p/2−3, −5p/2+1 < α−β ≤ p/2+1,
ε > 0

b) Lp(R3; να+p/2β (· ;λ)) 7−→ Lp(R3, µα+p/2−ε,α+p/2β (· ;λ))
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Lp(R3 \ Ω, να+p/2β (· ;λ)) 7−→ Lp(R3; να+p/2−εβ (· ;λ))

for −1 < β < p− 1, −p/2− 3 < α+ β < 5p/2− 3, −p/2− 3 < α < 5p/2− 3,
−5p/2 + 1 < α − β ≤ p/2 + 1, 0 < ε < p/2 + 3 + α, Ω ⊂ R

3 – an arbitrary
domain, 0 ∈ Ω .
Moreover, we have for α, β specified in a) and b), respectively

ad a)

‖v.p. (∇2OOO(· ;λ) ∗ f)‖
p,(η

α+p/2−ε
β

(· ;λ)),R3 ≤ C‖f‖
p,(η

α+p/2
β

(· ;λ)),R3 , (3.95)

ad b)

‖v.p. (∇2OOO(· ;λ) ∗ f)‖
p,(ν

α+p/2−ε
β

(· ;λ)),R3 ≤ C ‖f‖
p,(µ

α+p/2−ε,α+p/2
β

(·;λ)),R3 , (3.96)

‖v.p. (∇2OOO(· ;λ) ∗ f)‖
p,(ν

α+p/2−ε
β

(·;λ)),R3\Ω ≤ C λ
ε
p ‖f‖

p,(ν
α+p/2
β

(· ;λ)),R3 . (3.97)

Theorem 3.23 Let T be an integral operator with the kernel ei, T : f 7→ ei ∗f ,
i = 1, 2, 3, and let 1 < p <∞. Then T is well defined continuous operator:

a1) Lp(R3; ηα+p/2β (· ;λ)) 7−→ Lp(R3; ηαβ−p/2(· ;λ))

for p/2− 1 < β < p− 1, p/2− 3 < α+ β < 5p/2− 3

a2) Lp(R3; ηα+p/2β (· ;λ)) 7−→ Lp(R3; ηα−p/2β (· ;λ))

for −1 < β < p− 1, p/2− 3 < α+ β < 5p/2− 3

b1) Lp(R3; να+p/2β (· ;λ)) 7−→ Lp(R3; ναβ−p/2(· ;λ))

for p/2− 1 < β < p− 1, p/2− 3 < α+ β < 5p/2− 3, −3 < α < 5p/2− 3

b2) Lp(R3; να+p/2β (· ;λ)) 7−→ Lp(R3; να−p/2β (· ;λ))

for −1 < β < p− 1, p/2− 3 < α+ β < 5p/2− 3, p/2− 3 < α < 5p/2− 3.
Moreover, we have for α, β specified in a) and b), respectively

ad a1)
‖ei ∗ f‖p,(ηα

β−p/2
(· ;λ)),R3 ≤ C λ−1‖f‖

p,(η
α+p/2
β

(· ;λ)),R3 , (3.98)

ad a2)
‖ei ∗ f‖p,(ηα−p/2

β
(· ;λ)),R3 ≤ C λ−1‖f‖

p,(η
α+p/2
β

(· ;λ)),R3 , (3.99)

ad b1)

‖ei ∗ f‖p,(να
β−p/2

(· ;λ)),R3 ≤ C λ−
1
2 ‖f‖

p,(ν
α+p/2
β

(· ;λ)),R3 , (3.100)

ad b2)
‖ei ∗ f‖p,(να−p/2

β
(· ;λ)),R3 ≤ C ‖f‖

p,(ν
α+p/2
β

(· ;λ)),R3 . (3.101)
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Theorem 3.24 Let R = |∇21kOOO−∇21kSS| k = 2, 3. Let T be an integral operator
with the kernel R, T : f 7→ R ∗ f , and let 1 < p < ∞. Then T is well defined
continuous operator:

a) Lp(R3; ηα+p/2β (· ;λ)) 7−→ Lp(R3; ηα+p/2−εβ (· ;λ))
for −1 ≤ β ≤ p − 1, −p/2 − 3 < α + β ≤ 5p/2 − 3, −5p/2 < α − β ≤ 3p/2,
ε > 0

b) Lp(R3; να+p/2β (· ;λ)) 7−→ Lp(R3; να+p/2−εβ (· ;λ))
for −1 ≤ β ≤ p− 1, −p/2− 3 < α+ β ≤ 5p/2− 3, −p/2− 3 < α < 5p/2− 3,
−5p/2 < α− β ≤ 3p/2, 0 < ε < p/2 + 3 + α.
Moreover, we have for α, β , specified in a) and b), respectively

ad a)
‖|∇21kOOO(· ;λ)−∇21kSS(·)| ∗ f‖p,(ηα+p/2−ε

β
(· ;λ)),R3 ≤

≤ C ‖f‖
p,(η

α+p/2
β

(· ;λ)),R3 ,
(3.102)

ad b)
‖|∇2OOO(· ;λ)−∇2SS(·)| ∗ f‖

p,(ν
α+p/2−ε
β

(· ;λ)),R3 ≤
≤ C λ

ε
p ‖f‖

p,(ν
α+p/2
β

(· ;λ)),R3 .
(3.103)

Corollary 3.4 Let T be an integral operator in the principal value sense with
the kernel ∇21kOOO(· ;λ), k = 2, 3, T : f 7→ R ∗ f , and let 1 < p < ∞. Then T is
well defined continuous operator:

a) Lp(R3; ηα+p/2β (· ;λ)) 7−→ Lp(R3; ηα+p/2−εβ (· ;λ))
for −1 < β < p − 1, −p/2 − 3 < α + β < 5p/2 − 3, −5p/2 < α − β ≤ 3p/2,
ε > 0

b) Lp(R3; να+p/2β (· ;λ)) 7−→ Lp(R3, µα+p/2−ε,α+p/2β (· ;λ))

Lp(R3 \ Ω, να+p/2β (· ;λ)) 7−→ Lp(R3; να+p/2−εβ (· ;λ))

for −1 < β < p− 1, −p/2− 3 < α+ β < 5p/2− 3, −p/2− 3 < α < 5p/2− 3,
−5p/2 < α − β ≤ 3p/2, 0 < ε < p/2 + 3 + α, Ω ⊂ R

3 – an arbitrary domain,
0 ∈ Ω
Moreover, we have for α, β specified in a) and b), respectively

ad a)

‖v.p. (∇21kOOO(· ;λ) ∗ f)‖p,(ηα+p/2−ε
β

(· ;λ)),R3 ≤ C‖f‖
p,(η

α+p/2
β

(· ;λ)),R3 , (3.104)

ad b)

‖v.p. (∇21kOOO(· ;λ) ∗ f)‖p,(να+p/2−ε
β

(· ;λ)),R3 ≤ C ‖f‖
p,(µ

α+p/2−ε,α+p/2
β

(·;λ)),R3 ,

(3.105)

‖v.p. (∇21kOOO(· ;λ) ∗ f)‖p,(να+p/2−ε
β

(·;λ)),R3\Ω ≤ C λ
ε
p ‖f‖

p,(ν
α+p/2
β

(· ;λ)),R3 . (3.106)
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Theorem 3.25 Let R = |∇211OOO−∇211SS|. Let T be an integral operator with the
kernel R, T : f 7→ R ∗ f , and let 1 < p <∞. Then T is well defined continuous
operator:

a) Lp(R3; ηα+p/2β (· ;λ)) 7−→ Lp(R3; ηα+p/2−εβ (· ;λ))

for −1 ≤ β ≤ p− 1, −p/2− 3 < α+ β ≤ 5p/2− 3, ε > 0

b) Lp(R3; να+p/2β (· ;λ)) 7−→ Lp(R3; να+p/2−εβ (· ;λ))

for −1 ≤ β ≤ p− 1, −p/2− 3 < α+ β ≤ 5p/2− 3, −p/2− 3 < α < 5p/2− 3,
0 < ε < p/2 + 3 + α.
Moreover, we have for α, β specified in a) and b), respectively

ad a)
‖|∇211OOO(· ;λ)−∇211SS(·)| ∗ f‖p,(ηα+p/2−ε

β
(· ;λ)),R3 ≤

≤ C ‖f‖
p,(η

α+p/2
β

(· ;λ)),R3 ,
(3.107)

ad b)
‖|∇211OOO(· ;λ)−∇211SS(·)| ∗ f‖p,(να+p/2−ε

β
(· ;λ)),R3 ≤

≤ C λ
ε
p ‖f‖

p,(ν
α+p/2
β

(· ;λ)),R3 .
(3.108)

Corollary 3.5 Let T be an integral operator in the principal value sense with
the kernel ∇211OOO(· ;λ), T : f 7→ R∗f , and let 1 < p <∞. Then T is well defined
continuous operator:

a) Lp(R3; ηα+p/2β (· ;λ)) 7−→ Lp(R3; ηα+p/2−εβ (· ;λ))

for −1 < β < p− 1, −p/2− 3 < α+ β < 5p/2− 3, ε > 0

b) Lp(R3; να+p/2β (· ;λ)) 7−→ Lp(R3, µα+p/2−ε,α+p/2β (· ;λ))

Lp(R3 \ Ω, να+p/2β (· ;λ)) 7−→ Lp(R3; να+p/2−εβ (· ;λ))

for −1 < β < p− 1, −p/2− 3 < α+ β < 5p/2− 3, −p/2− 3 < α < 5p/2− 3,
0 < ε < p/2 + 3 + α, Ω ⊂ R

3 – an arbitrary domain, 0 ∈ Ω.
Moreover, we have for α, β specified in a) and b), respectively

ad a)

‖v.p.(∇211OOO(· ;λ) ∗ f)‖p,(ηα+p/2−ε
β

(· ;λ)),R3 ≤ C‖f‖
p,(η

α+p/2
β

(· ;λ)),R3 , (3.109)

ad b)

‖v.p.(∇211OOO(· ;λ)∗f)‖p,(να+p/2−ε
β

(· ;λ)),R3 ≤ C ‖f‖
p,(µ

α+p/2−ε,α+p/2
β

(·;λ)),R3 , (3.110)

‖v.p. (∇211OOO(· ;λ) ∗ f)‖p,(να+p/2−ε
β

(·;λ)),R3\Ω ≤ C λ
ε
p ‖f‖

p,(ν
α+p/2
β

(· ;λ)),R3 . (3.111)
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Next we formulate analogical results also in the twodimensional case.

Theorem 3.26 Let T be an integral operator with the kernel O11(· ;λ) T : f 7→
O11(· ;λ) ∗ f , and let 1 < p <∞. Then T is well defined continuous operator:

a) Lp(R2; ηα+p/2β (· ;λ)) 7−→ Lp(R2; ηα−p/2β−ε (· ;λ))

for −1/2 < β ≤ (p− 1)/2, p/2− 2 < α+β < 3p/2− 2, −p/2 < α−β < p/2,
ε > 0.

b) Lp(R2; να+p/2β (· ;λ)) 7−→ Lp(R2; να−p/2β−ε (· ;λ))

for −1/2 < β ≤ (p−1)/2, p/2−2 < α+β < 3p/2−2, p/2−2 < α < 3p/2−2,
−p/2 < α− β < p/2, ε > 0.
Moreover, we have for α, β specified in a) and b), respectively

ad a)

‖O11(· ;λ) ∗ f‖p,(ηα−p/2
β−ε

(· ;λ)),R2 ≤ C λ−2‖f‖
p,(η

α+p/2
β

(· ;λ)),R2 , (3.112)

ad b)

‖O11(· ;λ) ∗ f‖p,(να−p/2
β−ε

(· ;λ)),R2 ≤ C λ−1‖f‖
p,(ν

α+p/2
β

(· ;λ)),R2 . (3.113)

Theorem 3.27 Let T be an integral operator with the kernel R = Oij, i, j =
1, 2, i · j 6= 1 or R = ei; T : f 7→ R ∗ f , and let 1 < p < ∞. Then T is well
defined continuous operator:

a) Lp(R2; ηα+p/2β (· ;λ)) 7−→ Lp(R2; ηα−p/2β (· ;λ))

for −1/2 < β < (p− 1)/2, p/2− 2 < α+ β < 3p/2− 2

b) Lp(R2; να+p/2β (· ;λ)) 7−→ Lp(R2; να−p/2β (· ;λ))

for −1/2 < β < (p−1)/2, p/2−2 < α+β < 3p/2−2, p/2−2 < α < 3p/2−2.
Moreover, we have for α, β specified in a) and b), respectively

ad a)

‖Oij(· ;λ) ∗ f‖p,(ηα−p/2
β

(· ;λ)),R2 ≤ C λ−2‖f‖
p,(η

α+p/2
β

(· ;λ)),R2 , (3.114)

‖ei ∗ f‖p,(ηα−p/2
β

(· ;λ)),R2 ≤ C λ−1‖f‖
p,(η

α+p/2
β

(· ;λ)),R2 , (3.115)

ad b)

‖Oij(· ;λ) ∗ f‖p,(να−p/2
β

(· ;λ)),R2 ≤ C λ−1‖f‖
p,(ν

α+p/2
β

(· ;λ)),R2 , (3.116)

‖ei ∗ f‖p,(να−p/2
β

(· ;λ)),R2 ≤ C ‖f‖
p,(ν

α+p/2
β

(· ;λ)),R2 . (3.117)
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Theorem 3.28 Let T be an integral operator with the kernel ∇2O11, T : f 7→
∇2O11 ∗ f , and let 1 < p <∞. Then T is well defined continuous operator:

a) Lp(R2; ηα+p/2β (· ;λ)) 7−→ Lp(R2; ηαβ (· ;λ))

for −1 < β < p − 1, −5/2 < α + β < 2p − 5/2, −p − 1/2 < α < p − 1/2,
−2p+ 1 < α− β < p/2 + 1

b) Lp(R2; να+p/2β (· ;λ)) 7−→ Lp(R2; να−p/2β (· ;λ))

for −1 < β < p − 1, −5/2 < α + β < 2p − 5/2, max{−p − 1/2, −2} < α <
min{p− 1/2, 3p/2− 2}, −2p+ 1 < α− β < p/2 + 1.
Moreover, we have for α, β specified in a) and b), respectively

ad a)

‖∇2O11(· ;λ) ∗ f‖p,(ηα
β
(· ;λ)),R2 ≤ C λ−1‖f‖

p,(η
α+p/2
β

(· ;λ)),R2 , (3.118)

ad b)

‖∇2O11(· ;λ) ∗ f‖p,(να
β
(· ;λ)),R2 ≤ C λ−

1
2 ‖f‖

p,(ν
α+p/2
β

(· ;λ)),R2 . (3.119)

Theorem 3.29 Let T be an integral operator with the kernel R = |∇2OOO−∇2SS|,
or R = |∇iOjk|, (i, j, k) 6= (2, 1, 1); T : f 7→ R ∗ f , and let 1 < p <∞. Then T
is well defined continuous operator:

a) Lp(R2; ηα+p/2β (· ;λ)) 7−→ Lp(R2; ηα+p/2−εβ (· ;λ))

for −1/2 ≤ β ≤ (p−1)/2, −p/2−2 < α+β ≤ 3p/2−2, −3p/2 < α−β ≤ p/2,
ε > 0

b) Lp(R2; να+p/2β (· ;λ)) 7−→ Lp(R2; να+p/2−εβ (· ;λ))

for −1/2 ≤ β ≤ (p−1)/2, −p/2−2 < α+β ≤ 3p/2−2, −3p/2 < α−β ≤ p/2,
−p/2− 2 < α < 3p/2− 2, 0 < ε < p/2 + 2 + α.
Moreover, we have for α, β specified in a) and b), respectively

ad a)
‖|∇2OOO(· ;λ)−∇2SS(·)| ∗ f‖

p,(η
α+p/2−ε
β

(· ;λ)),R2 ≤
≤ C‖f‖

p,(η
α+p/2
β

(· ;λ)),R2 ,
(3.120)

‖|∇iOjk(· ;λ)| ∗ f‖p,(ηα+p/2−ε
β

(· ;λ)),R2 ≤ C λ−1‖f‖
p,(η

α+p/2
β

(· ;λ)),R2 , (3.121)

ad b)
‖|∇2OOO(· ;λ)−∇2SS(·)| ∗ f‖

p,(ν
α+p/2−ε
β

(· ;λ)),R2 ≤
≤ C λ

ε
p ‖f‖

p,(ν
α+p/2
β

(· ;λ)),R2 ,
(3.122)

‖|∇iOjk(· ;λ)| ∗ f‖p,(να+p/2−ε
β

(· ;λ)),R2 ≤ C λ
ε
p
−1‖f‖

p,(ν
α+p/2
β

(· ;λ)),R2 . (3.123)
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Corollary 3.6 Let T be an integral operator in the principal value sense with
the kernel ∇2OOO(· ;λ), T : f 7→ R ∗ f , and let 1 < p <∞. Then T is well defined
continuous operator:

a) Lp(R2; ηα+p/2β (· ;λ)) 7−→ Lp(R2; ηα+p/2−εβ (· ;λ))

for −1/2 < β < (p−1)/2, −p/2−2 < α+β < 3p/2−2, −3p/2 < α−β ≤ p/2,
ε > 0

b) Lp(R2; να+p/2β (· ;λ)) 7−→ Lp(R2, µα+p/2−ε,α+p/2β (· ;λ))

Lp(R2 \ Ω, να+p/2β (· ;λ)) 7−→ Lp(R2; να+p/2−εβ (· ;λ))

for −1/2 ≤ β ≤ (p − 1)/2, −p/2 − 2 < α + β < 3p/2 − 2, −p/2 − 2 < α <
3p/2− 2, −3p/2 < α− β ≤ p/2, 0 < ε < p/2 + 2 + α, Ω ⊂ R

2 – an arbitrary
domain, 0 ∈ Ω.
Moreover, we have for α, β specified in a) and b), respectively

ad a)

‖v.p. (∇2OOO(· ;λ) ∗ f)‖
p,(η

α+p/2−ε
β

(· ;λ)),R2 ≤ C‖f‖
p,(η

α+p/2
β

(· ;λ)),R2 , (3.124)

ad b)

‖v.p. (∇2OOO(· ;λ) ∗ f)‖
p,(ν

α+p/2−ε
β

(·;λ)),R2 ≤ C ‖f‖
p,(µ

α+p/2−ε,α+p/2
β

(·;λ)),R2 , (3.125)

‖v.p. (∇2OOO(· ;λ) ∗ f)‖
p,(ν

α+p/2−ε
β

(·;λ)),R2\Ω ≤ C λ
ε
p ‖f‖

p,(ν
α+p/2
β

(· ;λ)),R2 . (3.126)

Theorem 3.30 Let T be an integral operator with the kernel R = |∇2ijOkl −
∇2ijSkl|, (i, j, k, l) 6= (2, 2, 1, 1) or R = |∇O22|, R = |∇1O12|; T : f 7→ R ∗ f ,
and let 1 < p <∞. Then T is well defined continuous operator:

a) Lp(R2; ηα+p/2β (· ;λ)) 7−→ Lp(R2; ηα+p/2−εβ (· ;λ))

for −1/2 ≤ β ≤ (p− 1)/2, −p/2− 2 < α+ β ≤ 3p/2− 2, ε > 0

b) Lp(R2; να+p/2β (· ;λ)) 7−→ Lp(R2; να+p/2−εβ (· ;λ))

for −1/2 ≤ β ≤ (p − 1)/2, −p/2 − 2 < α + β ≤ 3p/2 − 2, −p/2 − 2 < α <
3p/2− 2, 0 < ε < p/2 + 2 + α.
Moreover, we have for α, β, i, j, k, l specified in a) and b), respectively

ad a)
‖|∇2ijOkl(· ;λ)−∇2ijSkl(·)| ∗ f‖p,(ηα+p/2−ε

β
(· ;λ)),R2 ≤

≤ C‖f‖
p,(η

α+p/2
β

(· ;λ)),R2 ,
(3.127)

‖|∇iOjk(· ;λ)| ∗ f‖p,(ηα+p/2−ε
β

(· ;λ)),R2 ≤ C λ−1‖f‖
p,(η

α+p/2
β

(· ;λ)),R2 , (3.128)
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ad b)
‖|∇2ijOkl(· ;λ)−∇2ijSij(·)| ∗ f‖p,(να+p/2−ε

β
(· ;λ)),R2 ≤

≤ C λ
ε
p ‖f‖

p,(ν
α+p/2
β

(· ;λ)),R2 ,
(3.129)

‖|∇iOjk(· ;λ)| ∗ f‖p,(να+p/2−ε
β

(· ;λ)),R2 ≤ C λ
ε
p
−1‖f‖

p,(ν
α+p/2
β

(· ;λ)),R2 . (3.130)

Corollary 3.7 Let T be an integral operator in the principal value sense with
the kernel ∇2ijOkl(· ;λ), (i, j, k, l) 6= (2, 2, 1, 1) T : f 7→ R∗f , and let 1 < p <∞.
Then T is well defined continuous operator:

a) Lp(R2; ηα+p/2β (· ;λ)) 7−→ Lp(R2; ηα+p/2−εβ (· ;λ))

for −1/2 < β < (p− 1)/2, −p/2− 2 < α+ β < 3p/2− 2, ε > 0

b) Lp(R2; να+p/2β (· ;λ)) 7−→ Lp(R2, µα+p/2−ε,α+p/2β (· ;λ))

Lp(R2 \ Ω, να+p/2β (· ;λ)) 7−→ Lp(R2; να+p/2−εβ (· ;λ))

for −1/2 ≤ β ≤ (p − 1)/2, −p/2 − 2 < α + β < 3p/2 − 2, −p/2 − 2 < α <
3p/2− 2, 0 < ε < p/2 + 2 + α, Ω ⊂ R

2 – an arbitrary domain, 0 ∈ Ω.
Moreover, we have for α, β specified in a) and b), respectively

ad a)

‖v.p. (∇2ijOkl(· ;λ) ∗ f)‖p,(ηα+p/2−ε
β

(· ;λ)),R2 ≤ C‖f‖
p,(η

α+p/2
β

(· ;λ)),R2 , (3.131)

ad b)

‖v.p. (∇2ijOkl(· ;λ)∗f)‖p,(να+p/2−ε
β

(· ;λ)),R2 ≤ C ‖f‖
p,(µ

α+p/2−ε,α+p/2
β

(·;λ)),R2 (3.132)

‖v.p. (∇2ijOkl(· ;λ) ∗ f)‖p,(να+p/2−ε
β

(·;λ)),R2\Ω ≤ C λ
ε
p ‖f‖

p,(ν
α+p/2
β

(· ;λ)),R2 . (3.133)

II.3.4 Stationary flow of the incompressible fluid in the whole space

with non–zero velocity prescribed at infinity

The last subsection is devoted to the study of a very simple problem — the
stationary flow of a viscous fluid in the whole R

N . We assume that the prescribed
velocity at infinity is non–zero and we study a small perturbation of the velocity
from the steady state v = v∞; this perturbation is caused by a small external
force which has certain asymptotic behaviour at infinity.
We apply the results from the previous subsections and show that the solu-

tion has also certain asymptotic properties. Let us emphasize that the anisot-
ropy in the asymptotic behaviour is due to the anisotropy of the right hand side
and unlike the exterior domain problem does not come from the problem itself.
Nevertheless, the problem in the whole space easily demonstrate the estimates
of the Oseen kernels and in two space dimensions we get the expected result
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— different asymptotic properties of the first and second components of the
velocity.
We study the following system in R

N

v · ∇v − ν∆v +∇p = f
∇ · v = 0

v→ v∞ as |x| → ∞ .

We may, without loss of generality, assume that v∞ = λe1. Moreover, we do
not study the precise condition under which the solution exists. We put, without
loss of generality, ν = 1. Denoting u = v − v∞ and assuming f = −∇ ·G we
finally get

−∆u+ λ ∂u
∂x1
+∇p = −∇ · (G+ u⊗ u)
∇ · u = 0

u→ 0 as |x| → ∞ .

(3.134)

We first show the existence of solution to (3.134) via successive approxi-
mation in Sobolev spaces. Then, using the integral representation of solution,
we shall study asymptotic properties of the solution. Let us emphasize that
we assume only small perturbation i.e. certain norms of G will be assumed
sufficiently small.

Theorem 3.31 Let ‖G‖q, q ∈ [N2 ; N+12 ], be sufficiently small. Then there exists
weak solution of (3.134) such that the norms ‖∇u‖q and ‖u‖ (N+1)q

N+1−q

are finite.

Proof: Let us denote s = (N+1)q
N+1−q . We shall apply the Banach fixed point theo-

rem on the system (3.134) in the Banach space B,

B =
{
u;u ∈ Ls(RN ) ,∇u ∈ Lq(RN )

}

equipped with the norm7

‖u‖B = ‖∇u‖q + λ
1

N+1 ‖u‖s .

We denote by T the operator from B to B such that

Tw = u ,

where
−∆u+ λ ∂u

∂x1
+∇p = −∇ · (G+w ⊗w)

∇ · u = 0
∫
S1

|u(R,ω)|qdω → 0 as R→ ∞
(3.135)

From [Ga1] (see also Section III.2) it follows that there exists unique solution
to (3.135); moreover

‖u‖B ≤ C(‖G‖q + ‖w ⊗w‖q) .
7The size of λ does not play any role here. Nevertheless, we keep on writing λ in the norms.
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Let us assume that ‖w‖B ≤ ε with ε small. We show that for ‖G‖q sufficiently
small also ‖u‖B ≤ ε. We have

‖w ⊗w‖q ≤ ‖w‖22q ≤ ‖w‖2αs ‖w‖2(1−α)Nq
N−q

where the fact that q ∈ [N2 ; N+12 ] was used. We easily calculate that α =
(N+1)(2q−N)

2q and so

‖w ⊗w‖q ≤ Cλ
− 2q−N

q ‖w‖2B .
Therefore for the right hand side and ε sufficiently small we have

‖u‖q ≤ ε

and the operator T maps ball with diameter ε into itself.
Next, let U = u1 − u2, P = p1 − p2. We have

−∆U+ λ ∂U∂x1 +∇P = ∇ · [(w1 −w2)⊗w1 +w2 ⊗ (w1 −w2)]
∇ ·U = 0

∫
S1

|U(R,ω)|qdω → 0 as R→ ∞

and denotingW = w1 −w2

‖U‖B ≤ C‖(w1 +w2)⊗W‖q . (3.136)

We proceed as above and get

‖(w1 +w2)⊗W‖q ≤ Cλ
− 2q−N

q (‖w1‖B + ‖w2‖B)‖W‖B . (3.137)

Therefore (3.136) and (3.137) yield for ε sufficiently small

‖U‖B ≤ κ‖W‖B

with κ < 1. The Banach fixed point theorem applied on the set Bε = {u ∈
B; ‖u‖B ≤ ε} finishes the proof.

2

The next aim is to study the asymptotic properties of u i.e. the estimates
of u in certain weighted spaces. Under the assumption on G stated above we
easily get

uj(x) =
∫

R
N

∂Oij

∂yk
(x− y;λ)(wiwk +Gik)(y)dy

∂uj
∂xl
(x) = −v.p.

∫

R
N

∂2Oij

∂yl∂yk
(x− y;λ)(wiwk +Gik)(y)dy+

+cijkl(wiwk +Gik)(x) .

(3.138)

The proof of (3.138) follows easily from the fact that OOO is the fundamental
Oseen tensor and from its asymptotic properties (see Section II.1) by means of
a standard density argument.
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Recalling that we have constructed the solution to (3.134) via successive
approximation it is enough to show that, for w and ∇w bounded in certain
weighted spaces, the solution u to (3.135) lies in the same ball. Then the same
holds for the fixed point constructed in Theorem 3.31.
We now study separately the cases N = 2 and N = 3.

Theorem 3.32 Let G ∈ Lp(R2; ηApBp(·)) ∩ Lq(R2), p > 8
5 , 1 < q ≤ 3

2 with the

norms sufficiently small. Let 34 < A ≤ 1, 0 ≤ B < 1
2 − 1

2p , A + B ≤ 2 − 2
p .

Then the solution to (3.134) from Theorem 3.31 has the following asymptotic
properties:

u1 ∈ Lp(R2; η
(A− 1

2
)p

Bp (·))

u2,∇u ∈ Lp(R2; η
(2A−1− δ

p
)p

Bp (·))
for any δ > 0.

Proof: Let us assume that

‖w1; η
(A− 1

2
)p

Bp (· ;λ)‖p + ‖w2; η
(2A−1− δ

p
)p

Bp (· ;λ)‖p+

+‖∇w; η(2A−1−
δ
p
)p

Bp (· ;λ))‖p ≤ ε ,

where ε is (sufficiently) small positive number. From (3.138)1 we have

u1(x) =

=
∫

R
2

[∂O11
∂y2
(x− y;λ)(w1w2 +G12)(y) +

∂O11
∂y1
(x− y;λ)(w21 +G11)(y)+

+
∂O21
∂y1
(x− y;λ)(w1w2 +G21)(y) +

∂O21
∂y2
(x− y;λ)(w22 +G22)(y)

]
dy .

We apply Theorems 3.28, 3.29 and get

‖u1; η
(A− 1

2
)p

Bp (· ;λ)‖p ≤ Cλ−1
{
‖w1w2; ηApBp(· ;λ)‖p+

‖G12; ηApBp(· ;λ)‖p + ‖|w1|2 + |w1w2|+ |w2|2; η
(A− 1

2
+κ)p

Bp (· ;λ)‖p+

‖|G11|+ |G21|+ |G22|; η
(A− 1

2
+κ)p

Bp (· ;λ)‖p
}

(3.139)

(κ > 0) together with the conditions

−12 ≤ Bp ≤ p−1
2

−52 +
p
2 < (A+B)p < 2p− 2

max{−32p+ 1,−p} < (A−B)p < p

−p+1
2 < Ap < 3

2p− 1
2 .

(3.140)

Next we shall estimate the quadratic terms. We have for

A ≥ 3
4
+

δ

2p
, B ≥ 0 (3.141)
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that

‖w1w2; ηApBp(· ;λ)‖p ≤ C‖w1w2; η
(3A− 3

2
− δ

p
)p

Bp (· ;λ)‖p ≤

≤ C‖w1; η
2(A− 1

2
)p

Bp (· ;λ)‖2p‖w2; η
2(2A−1− δ

p
)p

Bp (· ;λ)‖2p ≤

≤ C‖w1; η
2(A− 1

2
)p

2Bp (· ;λ)‖2p‖w2; η
2(2A−1− δ

p
)p

2Bp (· ;λ)‖2p .
We apply the Sobolev imbedding theorem and get under the assumption

(3.141)

‖w1w2; ηApBp(· ;λ)‖p ≤ Cλ−1(‖w1; η
(A− 1

2
)p

Bp (· ;λ)‖p + ‖∇w; η(2A−1−
δ
p
)p

Bp (· ;λ)‖p) ·

·(‖w2; η
2(2A−1− δ

p
)p

Bp (· ;λ)‖p + ‖∇w; η(2A−1−
δ
p
)p

Bp (· ;λ)‖p) ≤ Cλ−1ε2 .

Analogously we proceed for the other terms. Evidently, the most restrictive
is those with w22. We take κ =

δ
p and get for A, B satisfying (3.141) and δ <

p
2

‖|w2|2; η
(A− 1

2
+ δ

p
)p

Bp (· ;λ)‖p ≤ ‖|w2|2; η
2(2A−1− δ

p
)p

2Bp (· ;λ)‖p ≤

≤ C(‖w2; η
(2A−1− δ

p
)p

Bp (· ;λ)‖2p + ‖∇w; η(2A−1−
δ
p
)p

Bp (· ;λ)‖2p) .

The other quadratic terms in (3.139) can be estimated

‖|w1|2 + |w1w2|+ |w2|2; η
(A− 1

2
+ δ

p
)p

Bp (· ;λ)‖p ≤ Cλ−1(‖w1; η
(A− 1

2
)p

Bp (· ;λ)‖2p+

+‖w2; η
(2A−1− δ

p
)p

Bp (· ;λ))‖2p + ‖∇w; η(2A−1−
δ
p
)p

Bp (· ;λ)‖2p) ≤ Cλ−1ε2 .

Using the evident inequality we get for δ < p
2

‖G; η(A−
1
2
+ δ

p
)p

Bp (· ;λ)‖p ≤ C(λ)‖G; ηApBp(· ; 1)‖p

we get for ‖G; ηApBp(· ; 1)‖p and ε sufficiently small

‖u1; η
(A− 1

2
)p

Bp (· ;λ)‖p ≤
1

3
ε . (3.142)

Next we estimate the second component of the velocity. We have from
(3.138)1

u2(x) =

=
∫

R
2

{∂O12
∂y2
(x− y;λ)(w1w2 +G12)(y) +

∂O12
∂y1
(x− y;λ)(w21 +G11)(y)+

+
∂O22
∂y1
(x− y;λ)(w1w2 +G21)(y) +

∂O22
∂y2
(x− y;λ)(w22 +G22)(y)

}
dy .

Theorem 3.29 yields

‖u2; η
(2A−1− δ

p
)p

Bp (· ;λ)‖p ≤ Cλ−1
{
‖|w1|2 + |w1w2|+

+|w2|2; η(2A−1)pBp (· ;λ))‖p + ‖|G; η(2A−1)pBp (· ;λ))‖p
} (3.143)
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and the conditions
−12 ≤ Bp ≤ p−1

2

p− 2 < (2A+B)p < 3p− 2
0 ≤ (2A−B)p < 2p .

(3.144)

We now proceed as above and get for A, B satisfying (3.141) and

A ≤ 1 (3.145)

that

‖u2; η
(2A−1− δ

p
)p

Bp (· ;λ)‖p ≤ Cλ−1(‖w1; η
(A− 1

2
)p

Bp (· ;λ)‖2p+

+‖w2; η
(2A−1− δ

p
)p

Bp (· ;λ)‖2p + ‖∇w; η(2A−1−
δ
p
)p

Bp (· ;λ)‖2p+
+‖G; ηApBp(· ;λ)‖p) ,

i.e. for the right hand side G and ε sufficiently small

‖u2; η
(A− 1

2
)p

Bp (· ;λ)‖p ≤
1

3
ε . (3.146)

Finally we use the integral representation for the gradient of u. We apply
Corollary 3.6 to get

‖∇u; η(2A−1−
δ
p
)p

Bp (· ;λ)‖p ≤
≤ C(‖|w1|2 + |w1w2|+ |w2|2; η(2A−1)pBp (· ;λ)‖p + ‖G; η(2A−1)pBp (· ;λ)‖p)

under the assumptions (3.144) together with

−1
2
< Bp <

p− 1
2

. (3.147)

As above, we easily verify that

‖∇u; η(2A−1−
δ
p
)p

Bp (· ;λ)‖p ≤
1

3
ε . (3.148)

Collecting (3.142), (3.146) and (3.148) we get the desired estimate. The
conditions (3.140), (3.141) (3.144), (3.145) and (3.147) furnish the restrictions
on A and B. The condition 2 − 2

p >
3
4 implies p >

8
5 . As η

A
B(x) ≥ 1 for A, B

non–negative, we can take δ > 0, arbitrary.

2

The situation in three space dimensions is somewhat easier as there is no
difference between the first and the other components of u.

Theorem 3.33 Let G ∈ Lp(R3; ηApBp(·)) ∩ Lq(R3), p > 3
2 ,
3
2 ≤ q ≤ 2 with the

norms sufficiently small. Let 0 ≤ B < 1− 1p , 1 ≤ A < min(3− 3p−B, 1+ 1p+B).
Then the solution to (3.134) from Theorem 3.31 has the following asymptotic
properties:

u ∈ Lp(R3; η
(A− 1

2
)p

Bp (·))

∇u ∈ Lp(R3; η
(A− δ

p
)p

Bp (·))
for any δ > 0.
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Proof: From (3.138)1 and from Theorem 3.21 we get

‖u; η(A−
1
2
)p

Bp (· ;λ)‖p ≤ Cλ−1‖|w|2; ηApBp(· ;λ)‖p + C(λ)‖G; η
Ap
Bp(· ; 1)‖p

for
−32 < Bp < 3

2(p− 1)
−52p+ 2 < (A−B)p < 1 + p

−72 +
p
2 < (A+B)p <

7
2p− 7

2

−p− 1
2 < Ap < 2p− 1

2 .

(3.149)

We proceed as in the twodimensional case and get

‖|w|2; ηApBp(· ;λ)‖p ≤ ‖w; η(2A−1)p2Bp (· ;λ)‖22p
provided

A ≥ 1 , B ≥ 0 . (3.150)

Then for δ < p
2

‖|w|2; ηApBp(· ;λ)‖p ≤ C(‖w; η(A−
1
2
)p

Bp (· ;λ)‖2p + ‖∇w; η(A−
1
2
)p

Bp (· ;λ)‖2p) ≤

≤ C(‖w; η(A−
1
2
)p

Bp (· ;λ)‖2p + ‖∇w; η(A−
δ
p
)p

Bp (· ;λ)‖2p) .

Combining this with the assumptions on the smallness of the right hand side
we get

‖u; η(A−
1
2
)p

Bp (· ;λ)‖p ≤ 1
2ε

(3.151)

provided ε ≥ ‖w; η(A−
1
2
)p

Bp (· ;λ)‖p + ‖∇w; η(A−
δ
p
)p

Bp (· ;λ)‖p is small enough.
Next, for (3.138)2 we get from Corollary 3.3

‖∇u; η(A−
δ
p
)p

Bp (· ;λ)‖p ≤ Cλ−1‖|w|2; ηApBp(· ;λ)‖p + C(λ)‖G; η
Ap
Bp(· ; 1)‖p

under the conditions

−1 < Bp < p− 1
−2p+ 1 < (A−B)p < p+ 1

−3 < (A+B)p < 3(p− 1) .
(3.152)

As above we can get

‖∇u; η(A−
δ
p
)p

Bp (· ;λ)‖p ≤ 1
2ε

(3.153)

provided ε is sufficiently small. The estimates (3.151) and (3.153) prove the
theorem. Collecting (3.149), (3.150) and (3.152) we get the restrictions on A,
B. The condition 3 − 3

p > 1 implies p > 3
2 . Again, due to the properties of

ηAB(x), δ can be taken arbitrarily large.

2



III
Modified Oseen problem

As was shown in Chapter I, the problem for the viscoelastic fluid (its elliptic
part) can be rewritten as

−∆u+ β2∂
2u

∂x21
+ β

∂u

∂x1
+∇π=N(u,T(u), p(u, π), f)
∇ · u=0

(0.1)

(see (I.4.18)), where the right hand side N(u,T(u), p(u, π), f) contains terms
which are either nonlinear or contain the external force. In Chapter II we gave a
detailed theory to the Oseen problem i.e. to the problem (II.0.1). The problem
(0.1) differs from the Oseen problem due to the presence of the term β2 ∂

2u
∂x21

.

Evidently, in order to have the operator

A(u) = −∆u+ β2∂
2u

∂x21
(0.2)

elliptic, we need to assume β < 1. Evidently, it would be easier if we could put
the term β2 ∂

2u
∂x1
on the right hand side of (0.1) and use the fact that it is small

(β will be assumed small). In such a way we could get existence of solution
in Sobolev spaces (compare also with an analogical situation for the second–
grade fluid, see (I.4.28)–(I.4.29)). Nevertheless, as follows from Corollaries II.3.3,
II.3.6, in such a case we would not be able to show the asymptotic structure of
the solution as we loose ε in the weight. Therefore this chapter is devoted to
the detailed study of the following problem

A(u) + β
∂u

∂x1
+∇p= f
∇ · u=0

(0.3)

with

A(u) = −(1− µ)
∂2u

∂x21
− ∂2u

∂x22
− · · · − ∂2u

∂x2N
, 0 ≤ µ < 1

which we shall call the modified Oseen problem. (For µ = 0 we get the (classical)
Oseen problem which can be therefore considered as a special case). We shall
first study the fundamental solution to (0.3) and show that it can be divided
into two parts — one which is the fundamental Oseen tensor and the other one,
which has at least the same asymptotic properties. We shall be therefore, in
particular, allowed to use the Lq–weighted theory developed in Section II.3.
Next we shall study Lq–estimates to (0.3). We proof several results which

can be regarded as analogues to the results given for the classical Oseen problem
in Section II.2. Moreover, as the classical Oseen problem can be treated as a
special case of (0.3) with µ = 0, we in fact proof also Lemmas II.2.1–II.2.6.

94
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III.1 Fundamental solution

This section is devoted to the study of the fundamental solution to (0.3). Let
us consider in R

N

−
[
∆− µ

∂2

∂y21
+ 2λ

∂

∂y1

]
Oµ
ij(x− y; 2λ)−

∂

∂yi
ej(x− y) = δijδx

∂Oµ
ij(x− y; 2λ)

∂yi
= 0 ,

(1.1)

where the derivatives are taken in the sense of distributions and δx denotes the
Dirac δ–distribution supported at x.
We search OOOµ in the form

OOOµ(x− y; 2λ) = OOO(x− y; 2λ) +Eµ(x− y; 2λ) , (1.2)

where Oij(x−y; 2λ) is the classical fundamental Oseen tensor (see Chapter II)
and [

∆− µ
∂2

∂y21
+ 2λ

∂

∂y1

]
Eµij = µ

∂2

∂y21
Oij (1.3)

in the sense of distributions. We also easily see that the ”fundamental pressure”
ej is exactly what we obtained in Section II.1, i.e.

ej(x− y) = − ∂

∂yj
E(|x− y|) (1.4)

(see (II.1.8)).
Let us start to study the solution to the problem (1.3). Recall that the second

derivatives of the fundamental Oseen tensor behaves like second derivatives
of fundamental solution to the Laplace operator. We must add to (1.3) the
assumption that

∂Eµij
∂yi

= 0 (1.5)

in the sense of distributions. We cannot require it directly as such problem does
not have, in general, solution. But we shall verify later on that (1.5) is satisfied.
The advantage of the problem (1.3), which we shall call the Oseen problem
without pressure, is that we may use a change of variables in such a way that
A(·) becomes the laplacian and we may study (1.3) via the same lines as the
classical Oseen problem. This was impossible directly in (0.3) because of the
pressure.
We can easily verify that for

Y1 =
y1√
1− µ

X1 =
x1√
1− µ

Yj = yj j = 2, · · · , N Xj = xj j = 2, · · · , N
(1.6)

we have from (1.3)

(
∆Y +

2λ√
1− µ

∂

∂Y1

)
Eµij(X−Y; 2λ) = µ

1− µ

∂2

∂Y 21
Oij(X−Y; 2λ) .
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We denote λ = λ√
1−µ and finally get

(
∆Y + 2λ

∂

∂Y1

)
Eµij(X−Y; 2λ) = µ

1− µ

∂2

∂Y 21
Oij(X−Y; 2λ) . (1.7)

Before starting to study the problem (1.7) let us shortly mention the change of
variables (1.6). We easily see that

√
1− µ|X| ≤ |x| ≤ |X| . (1.8)

Moreover, as a consequence of Lemma II.3.1, we get (s(X) = |X| −X1)

Corollary 1.1 Let X1 ≥ 0. Then
√
1− µ

2
s(x) ≤ s(X) ≤ 2s(x) . (1.9)

Let X1 < 0. Then
1

2
s(x) ≤ s(X) ≤ 2√

1− µ
s(x) . (1.10)

Proof: We proceed as in Lemma II.3.1 and get for x1 ≥ 0

s(x) =
|x′|2
|x|

1

1 + cos θ
, where x′ = (x2, · · · , xN ) , θ ∈

[
−π
2
;
π

2

]
for x1 ≥ 0 .

As |x′| = |X′|, we have

s(x) ≤ |x′|2
|x| ≤ |X′|2

|X|
1√
1− µ

≤ |X′|2
|X|

1

1 + cos θ̃

2√
1− µ

=
2√
1− µ

s(X) .

Analogously we get the other inequality in (1.9). For x1 < 0 we use the evident
fact that

|x| ≤ s(x) ≤ 2|x|
and apply (1.8).

2

From (1.8)–(1.10) it follows that whatever we get for the asymptotic pro-
perties in the variables X, the same holds also for the variables x and therefore,
although we shall calculate the behaviour in the new variables X, Y, we can use
finally the result for the original variables x, y. We come back to the problem
(1.7). We have

Lemma 1.1 The fundamental solution to the Oseen problem without pressure
(1.7) is

E∗(X−Y; 2λ) = − 1

N − 1
N∑

i=1

Oii(X−Y; 2λ) , (1.11)

where OOO(X−Y; 2λ) is the fundamental Oseen tensor.
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Proof: We proceed as in Section II.1. We search singular solution to

(
∆+ 2λ

∂

∂Y1

)
E∗(X−Y) = δX = ∆E(|X−Y|) .

We suppose E∗ in the form

E∗(X−Y) = ∆Φ(X−Y)

and so (
∆+ 2λ

∂

∂Y1

)
∆Φ(X−Y) = ∆E(|X−Y|) . (1.12)

We see that we get the same equation for Φ as (II.1.4). So we calculate Φ in
the same way as we did in case of the Oseen problem. Finally from (II.1.1) we
see that ∆Φ = −1

N−1
∑N
i=1Oii. The proof is finished.

2

Before constructing the solution to (1.7) we first show several integrabi-
lity properties of the fundamental Oseen tensor which are a straightforward
consequence of its asymptotic structure.

Lemma 1.2

a) Let N = 2. Then1

(i) O11 ∈ Lp(R2) for p ∈ (3;∞)

(ii) Oij ∈ Lp(R2) for p ∈ (2;∞), i+ j ≥ 3

(iii) ∂O11
∂y2

∈ Lp(R2) for p ∈ (32 ; 2)

(iv) ∇OOO except of O11∂y2
, and regular parts of the second gradients of OOO ∈ Lp(R2)

for p ∈ (1; 2).

b) Let N = 3. Then

(i) Oij ∈ Lp(R3) for p ∈ (2; 3), i, j = 1, 2, 3

(ii) ∂Oij

∂yk
∈ Lp(R3) for p ∈ (43 ; 32), k = 2, 3, i, j = 1, 2, 3

(iii) ∂Oij

∂y1
and regular parts of the second gradients of OOO ∈ Lp(R3) for p ∈ (1; 32).

Proof: It is a direct consequence of the asymptotic properties established
in Section II.1 and Lemma II.3.2.

2

Corollary 1.2 We have for N = 2 that E∗ ∈ Lp(R2) for p ∈ (3;∞) and
∂
∂Y1

E∗ ∈ Lp(R2) for p ∈ (1; 2). For N = 3 E∗ ∈ Lp(R3) for p ∈ (2; 3) and
∂
∂Y1

E∗ ∈ Lp(R2) for p ∈ (1; 32) .
1under the regular part of ∇2OO we understand ∇2OO −∇2SS
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Remark 1.1 It is possible to show that E∗ ∼ e−λsr−N−1
2 for r sufficiently large.

This follows for N = 2 easily from (II.1.25) and for N = 3 either from (II.1.37)
or, easier, from (II.1.34) recalling that

E∗ = − 1

N − 1∆Φ = − 1

N − 1
1

8πλ
∆
∫ λ(|x−y|+y1−x1)

0

1− e−τ
τ

dτ .

Nevertheless, even with this asymptotic behaviour at infinity we can only
show the integrability proved in Corollary 1.2. In what follows we shall only use
that E∗ ∼ |OOO| and we shall not use this better properties in s — it is sufficient
for our purposes.

We can now proof the following

Theorem 1.1 The solution to (1.7) can be expressed as

Eµij(Z; 2λ) =
µ

1− µ

∫

R
N

∂

∂Z1
E∗(Z−Y; 2λ) ∂

∂Y1
Oij(Y; 2λ) dY , (1.13)

where the convolution can be understood in the usual notion of the Lp–spaces.

Proof: First, let us check that the convolution in (1.13) is well defined. We
have that both ∂

∂Z1
E∗ and ∂

∂Y1
OOO belong to Lp(RN ) for p ∈ (1, 2), N = 2 and

p ∈ (1; 32), N = 3. Applying the Young inequality (see Theorem VIII.2.1) we
get that the convolution belongs to the Lp(RN ) for p ∈ (1,∞) if N = 2 and
for p ∈ (1, 3) if N = 3. We have therefore to verify that Eµ

ij defined by (1.13)
satisfy (1.7) in the sense of distributions.
The convolution (1.13) is well defined in S ′. Using the definition of convolu-

tion in S ′ we have for ϕ ∈ S(RN ) (the brackets denotes the duality between S
and S ′, E×F the direct product in S ′, ηk(X,Y)→ 1 in C(R2N ) — see Section
VIII.4)

〈
Eµij ,

(
∆+ 2λ

∂

∂X1

)
ϕ
〉
= lim

k→∞
µ

1− µ

〈 ∂

∂X1
E∗(X; 2λ)× ∂

∂Y1
Oij(Y; 2λ),

(
∆+ 2λ

∂

∂X1

)
ϕ(X+Y)ηk(X,Y)

〉
=

= lim
k→∞

µ

1− µ

〈 ∂

∂X1
E∗(X; 2λ)× ∂

∂Y1
Oij(Y; 2λ),

−2 ∂

∂Xi
ϕ(X+Y)

∂

∂Xi
ηk(X,Y)− 2λϕ(X+Y)

∂

∂X1
ηk(X,Y)

〉
+

+ lim
k→∞

µ

1− µ

〈
Oij(Y; 2λ)× E∗(X; 2λ),

∂2

∂X21

(
∆+ 2λ

∂

∂X1

)
(ϕ(X+Y)ηk(X,Y))

〉
=

= lim
k→∞

〈
Oij(Y; 2λ),

∂2

∂X21
(ϕ(X+Y)ηk(X,Y))


X=0

〉
=

=
〈 µ

1− µ
Oij(Y; 2λ),

∂2ϕ(Y)

∂Y 21

〉
,

where we used the fact that the convolution ∂
∂X1

E∗∗ ∂
∂Y1

Oij exists. The theorem
is shown.

2
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III.1.1 Asymptotic properties of the fundamental solution

Having the fundamental solution for the modified Oseen problem expressed by
(1.2) and (1.13), we can start to study its asymptotic properties. Our aim is
to show that the decay at infinity is at least the same as for the fundamental
Oseen tensor. Secondly, we want to show that Eµ

ij and its gradient are locally
integrable while the second gradient has one part which is regular and the other
part which represents a singular integral operator and can be studied (in our
case) by means of the Marcinkiewicz multiplier theorem (see Theorem II.3.2).
We start to study the decay at infinity and as usually, we proceed separately

for N = 2 and N = 3. Moreover, we put 2λ = 1 and finally show an analogue
to the homogeneity property of Oij .

Lemma 1.3 Let N = 2. Then we have for k ≥ 0 , ε > 0 arbitrarily small, and
|X| ≥ R≫ 1 :

∇kEµij(X; 1) ≤ C|X|− 3+k−ε
2 (1 + s(X))−

1+k
2 . (1.14)

Proof: Let |X| ≫ 1. We divide the convolution (1.13) into three parts:

Eµij(X, 1) =
µ

1− µ

( ∫

B1(0)

∂

∂X1
E∗(X−Y; 1) ∂

∂Y1
Oij(Y;

√
1− µ) dY+

+
∫

B1(X)

∂

∂X1
E∗(X−Y; 1) ∂

∂Y1
Oij(Y;

√
1− µ) dY+

+
∫

R
2\B1(0)\B1(X)

∂

∂X1
E∗(X−Y; 1) ∂

∂Y1
Oij(Y;

√
1− µ) dY)

)

≡ I1 + I2 + I3 .

(1.15)

We have easily (E∗ ∼ O11 at infinity)2

|I1| ≤ C

∫

B1(0)

1

|X−Y| 32 (1 + s(X−Y)) 12
1

|Y| dY ≤ C

|X| 32 (1 + s(X)) 12

for |X| sufficiently large.

|I2| ≤ C

∫

B1(X)

1

|X−Y|
1

|Y| 32
1

(1 + s(Y))
1
2

dY =

= C
∫

B1(0)

1

|Z|
1

|X− Z| 32
1

(1 + s(X− Z)) 12
dZ ≤ C

|X| 32 (1 + s(X)) 12

for |X| sufficiently large.
Finally, the third part can be estimated as

|I3| ≤ C

∫

R
2
η
− 3
2

− 1
2

(X−Y)η−
3
2

− 1
2

(Y) dY

and applying Theorem II.3.18 (or, equivalently, Tab.3,4 from Chapter II)

|I3| ≤ Cη
− 3
2
+ε

− 1
2

(X) , ε > 0, arbitrarily small.

2see also Remark 1.1
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Summarizing the estimates for I1, I2 and I3 we have

|Eµij(X; 1)| ≤
C

|X| 32−ε(1 + s(X)) 12

for |X| sufficiently large, i.e (1.14) for k = 0. Next we start to estimate the
derivatives of Eµ. We use again (1.15) and take the derivative with respect to
Xi, i = 1, 2. We get

∣∣∣
∂I1
∂Xi

∣∣∣ ≤ C

∫

B1(0)

∣∣∣
∂

∂Xi

∂

∂X1
E∗(X−Y; 1)

∣∣∣
∣∣∣
∂

∂Y1
Oij(Y;

√
1− µ)

∣∣∣ dY ≤

≤ C

∫

B1(0)

1

|X−Y|2
1

(1 + s(X−Y))
1

|Y| dY ≤ C

|X|2(1 + s(X))

for |X| sufficiently large.
Next, in I2 we first change variables and get

∣∣∣
∂I2
∂Xi

∣∣∣ ≤ C
∣∣∣
∂

∂Xi

∫

B1(0)

∂

∂Z1
E∗(Z; 1)

∂

∂Z1
Oij(X− Z;

√
1− µ) dZ

∣∣∣ ≤

≤ C

∫

B1(0)

∣∣∣
∂

∂Z1
E∗(Z; 1)

∣∣∣
∣∣∣

∂2

∂Xi∂X1
Oij(X− Z;

√
1− µ)

∣∣∣ dZ ≤

≤ C

|X|2(1 + s(X))

for |X| sufficiently large.
Before starting to estimate | ∂

∂Xi
I3|, let us have a look on Tab.3,4 in Section

II.3. It is clear that in order to get e 12 greater, it is not sufficient to take either a
or c 12 greater. Nevertheless, we can proceed as follows. In domains Ω0,Ω2,Ω6,Ω8
and Ω11 (and the corresponding situations in Ω4,Ω9,Ω10 and Ω14−15) we simply
take the derivative of I3 — we therefore increase c and d. Otherwise, we first
change the variables as in the case of I2 and therefore we increase a and b. So
we get exactly what we want, i.e.

∣∣∣
∂I3
∂Xi

∣∣∣ ≤ C

|X|2−ε(1 + s(X))1 ,

where the ε–loss comes from some logarithmic terms. For k > 1 we can proceed
similarly. The theorem is proved.

2

In the threedimensional case we have

Lemma 1.4 Let N = 3. Then we have for k ≥ 0, ε > 0 arbitrarily small, and
|X| ≥ R≫ 1

∇kEµij(X; 1) ≤ C|X|− 4+k−ε
2 (1 + s(X))−

2+k
2 . (1.16)

Proof: It is more or less the same as in the twodimensional case. We only
use the fact that ∂

∂X1
E∗(X; 1) ∼ ∂

∂X1
Oij(X; 1) ∼ |X|−2(1+s(X))−1 for |X| ≫ 1,



III Modified Oseen problem 101

instead of Theorem II.3.18 we apply Theorem II.3.11 and use Tab.1,2 instead
of Tab.3,4.

2

If we compare (1.15) and (1.16) with the asymptotic behaviour of Oij , we
see that up to the first derivatives we have better behaviour of Eµij than those of
the fundamental Oseen tensor. For the second and higher derivatives we have
still better behaviour than the worst terms from the higher gradients of the
fundamental Oseen tensor.
The technique used in Lemmas 1.3 and 1.4 is not able to capture the different

structure for the derivatives with respect to X1 and with respect to Xj , j ≥ 2.
Using the fact that E∗ behaves exponentially in s(X), wo could establish also
this faster decay for derivatives with respect to X1. Nevertheless, we do not
need it.
The next question is the behaviour for |X| small. The crucial problem is

whether we can again divide the second gradient of Eµ
ij into two parts — one

which is regular and the other one, which can be treated by theorems from
Subsection II.3.1.
We shall take the advantage of the very easy structure of E∗(X) near zero.

We have namely for N = 2

(S11 + S22)(X) =
1

2π

(
1 + log

1

|X|
)

and for N = 3

(S11 + S22 + S33)(X) =
1

2π

1

|X| .

Therefore we have (see II.1.20 and II.1.37)
a) N = 2

∂E∗

∂X1
=
1

2π

X1
|X|2 + ν

∗(|X|) (1.17)

with
ν(R) =O(lnR)

∂

∂Xi
ν(R) =O

( 1
R

)


 for R = |X| → 0+

b) N = 3
∂E∗

∂X1
=
1

4π

X1
|X|3 + ν

∗(|X|) (1.18)

with

ν(R) =O
( 1
R

)

ν(R) =O
( 1
R2

)




for R→ 0+ .

As we cannot treat directly the convolution Xi

|X|N ∗ ∂
∂y1

Sij(X−Y) (more precisely,
the derivative of this convolution), we proceed as follows. We denote by gN (X)
function which is equal to 1

2(N−1)π
Xi

|X|N on B3(0) and zero on B
4(0) and is
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continuous and continuously differentiable up to certain order which will be
specified later. This we adjust e.g. by taking

gN (X) =
1

2(N − 1)π
Xi

|X|N P (|X|) , (1.19)

where P (|X|) is equal to 1 on B3(0), equal zero on B4(0) and is a polynomial
for 3 ≤ |X| ≤ 4, satisfying certain continuity assumptions for |X| = 3 and 4.
Now let |X| ≤ 2. We have

Eµij(X; 1) =
µ

1− µ

( ∫

B4(X)
gN (X−Y)∂Sij

∂Y1
(Y)dY+

+
∫

B4(X)
gN (X−Y)νij(Y)dY +

∫

B3(X)
ν∗(X−Y)∂Oij

∂Y1
(Y)dY+

+
∫

B3(X)

(∂E∗

∂X1
− gN

)
(X−Y)∂Oij

∂Y1
(Y) dY

)
.

(1.20)

We denote the integrals in (1.20) by I1−I4 and estimate each of them separately.
We need estimates up to the second order derivatives. The most crucial term is
I1; we leave it for a moment and start with the easier ones. The integral I4 is very
easy; as 0 ∈ B2(X) we have no singularities and assuming gN ∈ C2(RN \ {0})
(we shall require much more later, actually) we have easily

|DαI4(X)| ≤ C for |X| ≤ 2, |α| ≤ 2. (1.21)

Next we study the convolution I3. Using (1.17) we have easily for N = 2

|I3(X)| ≤ C

∫

B3(X)
ln |X−Y| 1|Y| dY ≤ C (1.22)

and for N = 3, using (1.18) and Lemma II.3.11

|I3(X)| ≤ C

∫

B3(X)

1

|X−Y|
1

|Y|2 dY ≤ C ln |X| . (1.23)

We can easily verify that we may interchange integral and derivative. We the-
refore have for N = 2

∣∣∣
∂I3(X)

∂Xi

∣∣∣ ≤ C

∫

B3(X)

1

|X−Y|
1

|Y| dY .

Applying Lemma II.3.11 we have

∣∣∣
∂I3(X)

∂Xi

∣∣∣ ≤ C ln |X| for |X| 6= 0 . (1.24)

Analogously, using Lemma II.3.11 we get also for N = 3 that

∣∣∣
∂I3(X)

∂Xi

∣∣∣ ≤ C

|X| . (1.25)

But we cannot calculate the second derivative as we cannot interchange the
integral and the derivative in this case. Nevertheless, we can look at the second
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derivative of I3(X) as on the first derivative of I1 and therefore use the result
for ∂I1

∂Xi
which will be obtained later.

In order estimate I2, we can use the change of variables

|I2(X)| =
∫

B4(0)
g(Z)νij(X− Z)dZ

and proceed analogously as in the estimate of I3(X).
We are left with the most difficult term I1(X). First we may easily verify

that analogously as in the case of ∂I2∂Xi
, we have for 0 < |X| ≤ 2

|I1(X)| ≤ C ln |X| , N = 2

|I1(X)| ≤
C

|X| , N = 3 .
(1.26)

Nevertheless, similarly as for the second derivatives of I3(X), we cannot inter-
change the derivative and the integral. Let us extend gN (X) by 0 outside B4(0).
We may rewrite I1(X) as

I1(X) = C
∫

R
N
gN (X−Y)∂Sij

∂Y1
(Y)dY . (1.27)

As I1(X) ∈ L1loc(R
N ), we have I1(X) ∈ S ′(RN ). We can therefore calculate the

Fourier transform of I1(X) in the sense of S ′(RN ). Moreover, as g has compact
support, we have in S ′ (see Lemma VIII.4.12)

F(I1)(ξξ) = (2π)
N
2 F(gN )(ξξ)F

(∂Sij
∂Y1

)
(ξξ) . (1.28)

Using Lemma VIII.4.14

F
(∂Sij
∂Y1

)
(ξξ) = −(2π)−N

2
δij |ξξ|2 − ξiξj

|ξ|4 iξ1 ,

i.e. F
(
∂Sij

∂Y1

)
∈ L1loc(R

N ) . Moreover,

F
(∂Sij
∂Y1

)
∈ C∞(RN \ {0})

and ∣∣∣DαF
(∂Sij
∂Y1

)∣∣∣ ≤ C

|ξξ||α|+1

on R
N \ {0}.
As gN (X) has compact support and is bounded, we can calculate its Fourier

transform directly.
We choose the polynomial P (|Z|) in such a way that

P (3) = 1
P (4) = 0
DkP (3) = DkP (4) = 0 k = 1, 2 . . . n , n ∈ N .

(1.29)
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We have therefore 2n + 2 conditions — there exists exactly one polynomial
with deg(2n + 1) satisfying (1.29). In fact, for N = 3 we shall require one
more condition which will be precised later on. We first calculate the Fourier
transform of gN (X) in two space dimensions. We have

F(g2)(ξξ) = C
( ∫

B3(0)

Z1
|Z|2 e

i(Z,ξξ) dZ+
∫

B4(0)\B3(0)

Z1
|Z|2P (|Z|)e

i(Z,ξξ) dZ
)
.

It is more convenient to work in the polar coordinates; we need in fact some
estimates of F(g2)(ξξ) in terms of |ξξ|. Denoting |ξξ| = s, |Z| = R, ϕ the angle in
Z–coordinates and θ the angle in ξ–coordinates we get

F(g2)(s, θ) = C
∫ 3

0

∫ 2π

0
cosϕeiRs(cosϕ cos θ+sinϕ sin θ) dϕdR+

+
∫ 4

3

∫ 2π

0
cosϕP (R)eiRs(cosϕ cos θ+sinϕ sin θ) dϕdR =

= C
( ∫ 3

0

∫ 2π

0
cosϕeiRs cos(ϕ−θ) dϕdR+

∫ 4

3

∫ 2π

0
cosϕP (R)eiRs cos(ϕ−θ) dϕdR

)
.

Moreover, as cosϕ = cos(ϕ− θ) cos θ − sin(ϕ− θ) sin θ and

∫ 2π

0
sin(ϕ− θ)eiRs cos(ϕ−θ) dϕ = 0 ,

we get (the integrals are evidently independent of θ)

F(g2)(s, θ) = C cos θ
( ∫ 3

0

∫ 2π

0
cosϕeiRs cosϕ dϕdR+

+
∫ 4

3

∫ 2π

0
cosϕP (R)eiRs cosϕ dϕ dR

)
.

(1.30)

We shall need some estimates of F(g2)(s, θ) and of its derivatives in terms of
s. We easily see from (1.30) that

|F(g2)(s, θ)| ≤ C

and ( ∂∂ξ1 cosϕ =
1
s sin

2 θ, ∂
∂ξ2
cosϕ = −1s sin θ cos θ)

|∇k
ξξF(g2)(s, θ)| ≤ C

( 1
sk
+ 1

)
, k ∈ N . (1.31)

We shall prove a bit sharper estimates, namely for s ∈ R
+ we show that3

|∇k
ξξF(g2)| ≤

C

(1 + s)sk
=

C

(1 + |ξξ|)|ξξ|k , k ≤ n (1.32)

3We have from (1.30) that

F(g2)(ξξ) =
ξ1

|ξξ|
G(|ξξ|) .

Therefore (1.32) follows if we show that

∣∣∣d
kG(s)

dsk

∣∣∣ ≤ C

(1 + s)sk
.
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(see (1.29) for the definition of n). Using Fubini’s theorem in the first integral
of (1.30) and integrating by parts in the second one we have

F(g2)(s, θ) = C cosϕ
( ∫ 2π

0

1

is
(e3is cosϕ − 1) dϕ+

+
1

is

∫ 2π

0

[
P (R)eiRs cosϕ

]4
3
dϕ− 1

is

∫ 4

3

∫ 2π

0
P ′(R)eiRs cosϕ dϕdR

)
.

Recalling that P (4) = 0 and P (3) = 1 we finally get

F(g2)(s, θ) = i
C cosϕ

s

[
2π +

∫ 4

3

∫ 2π

0
P ′(R)eiRs cosϕ dϕdR

]
.

Combining this with the fact that |g1(s, θ)| ≤ C for s→ 0+ we have

|F(g2)(s, θ)| ≤
C

1 + s
. (1.33)

To show (1.32) for k ≤ n, we combine (1.31) with the result of the following
lemma.

Lemma 1.5 We have for 0 ≤ k ≤ n

∂kF(g2)
∂sk

(s, θ) = cos θ
( C1k
sk+1

+

+
k+1∑

j=1

Cjk
sk+1

∫ 4

3

∫ 2π

0

j derivatives︷ ︸︸ ︷
(. . . (P ′(R)R)′ . . . R)′ eiRs cosϕ dϕdR

)
,

(1.34)
where Cjk are constants depending only on j and k.

Proof: We have shown (1.34) for k = 0. We proceed by induction. Let (1.34)
hold for some k ∈ N

+
0 , k ≤ n. Then

∂

∂s

(∂kF(g2)
∂sk

)
= cos θ

[ ∂
∂s

( C1k
sk+1

)
+
k+1∑

j=1

∂

∂s

( Cjk
sk+1

)
·

·
∫ 4

3

∫ 2π

0
(. . . (P ′(R) ·R)′ . . . R)′eiRs cosϕ dϕdR+

+
k+1∑

j=1

Cjk
sk+1

∫ 4

3

∫ 2π

0
iR cosϕ(. . . (P ′(R) ·R)′ . . . R)′eiRs cosϕ dϕdR

]
.

We have to calculate the last integrals. We get

∫ 4

3

∫ 2π

0
iR cosϕ

j derivatives︷ ︸︸ ︷
(. . . (P ′(R) ·R . . . R)′ eiRs cosϕ dϕdR =

=
1

s

∫ 2π

0

[
(. . . (P ′(R) ·R)′ . . . R)′ReiRs cosϕ dϕ

]4
3
dϕ−

−1
s

∫ 2π

0

∫ 4

3
(. . . (P ′(R) ·R)′ . . . R)′︸ ︷︷ ︸

j+1 derivatives

eiRs cosϕ dϕdR .
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We therefore only need to check that the boundary terms disappear. As k+1 ≤ n
and P (l)(3) = P (l)(4) = 0 l = 1, 2 . . . , n, the proof is complete.

2

.

Remark 1.2 The conditions (1.29) say that our extension of X1
|X|N is of the

class Cn(RN \ {0}).
We next start to calculate the Fourier transform of g3(X). Before doing this

let us observe that X1
|X|3 = − ∂

∂X1
( 1|X|). Therefore

F(g3)(ξξ) = C
( ∫

B3(0)

Z1
|Z|3 e

i(Z,ξξ) dZ+
∫

B4(0)\B3(0)

Z1
|Z|3P (|Z|)e

i(Z,ξξ) dZ
)
=

= C
( ∫

B3(0)

1

|Z| iξ1e
i(Z·ξξ) dZ−

∫

∂B3(0)

1

|Z|e
i(Z,ξξ)n1(Z) dS+

+
∫

B4(0)\B3(0)

1

|Z|
(
P ′(|Z|)Z1|Z| + P (|Z|)iξ1

)
ei(Z·ξξ) dZ+

+
∫

∂B3(0)
P (|Z|)ei(Z,ξξ) n1(Z)dS −

∫

∂B4(0)

1

|Z|P (|Z|)e
i(Z,ξξ)n1(Z) dS

)

Using the assumptions on P (|Z|) we have

F(g3)(ξξ) = iCξ1
(∫

B3(0)

ei(Z,ξξ)

|Z| dZ+
∫

B4(0)\B3(0)

ei(Z,ξξ)

|Z| P (|Z|)dZ
)

+C
∫

B4(0)\B3(0)

ei(Z,ξξ)

|Z| P ′(|Z|)Z1|Z|dZ .

It is clear that there exists Q(R) such that Q′(R) = P ′(R)
R . We require also

Q(4) = Q(3) = 0. This gives us one more condition on P (R) (the other one can
be justified by a proper choice of a constant). We can always find a polynomial
P (R) with deg 2n+2 such that the above mentioned conditions will be satisfied.
Integrating by parts in the last integral we get

F(g3)(ξξ) = iCξ1
( ∫

B4(0)

ei(Z,ξξ)

|Z| P (|Z|)dZ+
∫

B4(0)\B3(0)
ei(Z,ξξ)Q(|Z|)dZ

)
(1.35)

The two integrals in (1.35) represent (up to a multiplicative constant) the
Fourier transform of a radially symmetric function. It is well known (see Lemma
VIII.4.7) that the Fourier transform of such a function is again radially sym-
metric and we have in spherical coordinates

F(g3)(s, ϕ, θ) = C cosϕ sin θF (s) (1.36)

We come back to the calculation of F(g3). Similarly as in two space dimensi-
ons, we change variables and use the spherical ones. We have

F(g3)(s, ϕ, θ) = C
( ∫ 3

0

∫ π

0

∫ 2π

0
cosψ sin2 κ·

·eiRs(cosκ cos θ+sinκ sin θ(cosϕ cosψ+sinϕ sinψ))dψdκdR+

+
∫ 4

3

∫ π

0

∫ 2π

0
cosψ sin2 κP (R)·

·eiRs(cosκ cos θ+sinκ sin θ(cosϕ cosψ+sinϕ sinψ))dψdκdR
)
.
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We now apply (1.36); without loss of generality we may choose θ = π
2 , ϕ = 0

and get

F(g3)(s, 0,
π

2
) = F(g)(s) = C

( ∫ 3

0

∫ π

0

∫ 2π

0
cosψ sin2 κeiRs sinκ cosψdψdκdR+

+
∫ 4

3

∫ π

0

∫ 2π

0
cosψ sin2 κP (R)eiRs sinκ cosψdψdκdR

)
.

As in the twodimensional case we have

dkF(g)(s)
dsk

≤ C , s ∈ [0,∞) , k = 0, 1, . . .

and therefore, as F(g3)(ξξ) = ξ1
|ξξ|F (|ξξ|), F bounded including all derivatives,

∂αF(g3)(ξξ)
∂ξξα

≤ C
(
1 +

1

|ξξ||α|
)
, |α| ≥ 0 . (1.37)

We shall prove a stronger result. We have

F(g)(s) = C

is

[ ∫ π

0

∫ 2π

0
sinκ(e3iR sinκ cosψ − 1)dψdκ+

+
∫ π

0

∫ 2π

0
sinκ[P (R)eiRs sinκ cosψ]43dψdκ−

−
∫ 4

3

∫ π

0

∫ 2π

0
sinκP ′(R)eiRs sinκ cosψdψdκdR

]
.

Using (1.29) we get finally

F(g)(s) = iC

s

[
4π +

∫ 4

3

∫ π

0

∫ 2π

0
sinκP ′(R)eiRs sinκ cosψdψdκdR

]

and therefore

F(g3)(s, ϕ, θ) ≤
C

1 + s
. (1.38)

Now, repeating mutatis mutandis all steps of the proof of Lemma 1.5 we
finally get

|DαF(g3)(ξξ)| ≤
C

(1 + |ξξ|)|ξξ||α| , |α| ≤ n . (1.39)

Now we can come back to the study of (1.28). We know that

F
(∂Sij
∂x1

)
(ξξ) ∈ L1loc(R

N )

and
F(gN )(ξξ) ∈ L∞(RN ) , N = 2, 3 .

Therefore we easily verify that (1.28), which was written in the sense of S ′, is
in fact a regular tempered distribution. We have namely for ϕ ∈ S

〈
F
(∂Sij
∂x1

)
F(gN ), ϕ

〉
=
〈
F
(∂Sij
∂x1

)
,F(gN )ϕ

〉
=

=
∫

R
N
F
(∂Sij
∂x1

)
F(gN )ϕdξξ

(1.40)
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as F
(
∂Sij

∂x1

)
∈ L1loc(R

N ), F(gN )ϕ ∈ L∞(RN ) and decays sufficiently fast at

infinity. We can therefore define a new functional on S by (1.40). Moreover, it
is an easy matter to see that

F
(∂Sij
∂x1

)
F(gN ) ∈ Lq(RN ) for q ∈

(N
2
;N
)
.

We shall now reconstruct the decay properties of I1(x) due to its Fourier
transform. In two dimensions we have the following statement:4

Lemma 1.6 Let F(G) ∈ Cm+1(R2 \ {0}) be such that

A = sup
|α|≤m+1
ξξ∈R

2

|ξξ||α|+1(1 + |ξξ|)|DαF(G)(ξξ)| <∞ .

Then G ∈ Cm(R2 \ {0}) and

sup
0<|β|≤m
x∈R

2

|x|β|DβG(x)| ≤ C(m)A

sup
x∈R

2

∣∣∣ ln
( 1
|x| + 1

)∣∣∣
−1
G(x) ≤ CA .

Proof:We fix Φ ∈ C∞
0 (R

2) such that Φ(ξξ) = 1 for |ξξ| ≤ 1
2 and Φ(ξξ) = 0 for

|ξξ| ≥ 1. For β ∈ N
2 we put for λ > 0

F(vλ,β) = (iξξ)βF(G)(ξξ)Φ(λξξ)
F(wλ,β) = (iξξ)βF(G)(ξξ)(1− Φ(λξξ))

and we easily see that F(vλ,β+wλ,β) = (iξξ)βF(G)(ξξ) = F(DβG)(ξξ).5 Moreover,
we have F(vλ,β) ∈ L1(R2) and therefore

|vλ,β| ≤ C

∫

|ξξ|≤λ−1
|ξξ|β|ξξ|−1(1 + |ξξ|)−1dξξ ≤ C

∫ λ−1

0

r|β|

1 + r
dr .

If |β| = 0 then |vλ,0| ≤ C ln(1 + 1
λ), otherwise vλ,β ≤ Cλ−|β|. Now let us take

p ∈ N
2 such that |p| = |β| + 1. We shall show that xpwλ,β is a continuous

function which tends to 0 as |x| → ∞, satisfying

|xpwλ,β(x)| ≤ CA λ−|β|+|p| .

The function F(wλ,β) has its support outside a ball with diameter 1λ . We have
easily that DpF(wλ,β) ∈ L1(R2) as it is a combination of

ξξβ−q
∂|α|Ĝ(ξξ)
∂ξξα

∂|r|

∂ξξr
(1− Φ(λξξ)) ,

4see e.g. [Bou] for a similar result, but under slightly different assumptions
5the derivative is taken in the sense of S ′
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where α + q + r = p, q ≤ β. If r 6= 0 then its support lies between two balls
with diameters 12λ and

1
λ . Therefore

Cλ|r|
∫

(2λ)−1≤|ξξ|≤λ−1
|ξξ||β|−|q||DαF(G)(ξξ)|dξξ ≤

≤ CA λ|r|
∫

(2λ)−1≤|ξξ|≤λ−1
|ξξ||β|−|q|−|α|−2dξξ ≤

≤ CA λ|r|+|q|+|α|−|β| ≤ CA λ|p|−|β| .

If r = 0 then
∫

(2λ)−1≤|ξξ|
|ξξ||β|−|q|−|α|−2dξξ ≤ CA

∫

(2λ)−1≤|ξξ|
|ξξ|−3dξξ ≤

≤ CA |λ||p|−|β| .

Now, setting λ = |x| we get for |x| 6= 0

G(x) = vλ,0 + wλ,0 ≤ C ln
( 1
|x| + 1

)
,

while for |β| > 0
DβG(x) = vλ,β + wλ,β ≤ C|x|−|β| .

As |p| ≤ m+ 1, we get |β| ≤ m.

2

In particular we have shown that I1(X) ∼ ln(X) for |X| small; that we have
already known. Moreover, we also obtained that for 0 < |β| ≤ 2 we have outside
X = 0

DβI1(X) ∼
1

|X|β .

For |β| = 1 we have easily that the derivative in the sense of distribution and
the classical derivative coincides6. We have therefore that the integral operator

∫

R
2

∂I1
∂Xi
(X−Y)f(Y)dY

is well defined on C∞
0 (R

2) and can be (eventually) extended due to the density
argument onto some Lq(R2).
Finally let us consider the integral operator

Tf(X) =
∫

R
2
I1(X−Y)∂

2f(Y)

∂Yi∂Yj
dY

for f ∈ C∞
0 (R

2). Evidently, we have that

F(Tf)(ξξ) = (2π)N
2 F(I1)(ξξ)(−ξiξj)F(f) ,

6their difference is supported at 0 and (see Lemma VIII.4.1) they may differ only up to the
δ–distribution or its derivative; but the Fourier transform of DβI1 tends to zero as |ξξ| → ∞
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where the multiplication is to be understood in the sense of S ′. Nevertheless,
thanks to the properties of F(I1)(ξξ) it is an easy matter to see that

F(Tf)(ξξ) = −(2π)N
2 ξiξjF(I1)(ξξ)F(f)(ξξ) = m(ξξ)F(f)(ξξ) ,

where m(ξξ) ∈ L∞(R2). Moreover, we have for |α| ≤ n (see (1.29) for the
definition of n) that

Dαm(ξξ) ≤ C

|ξξ||α| for |ξξ| 6= 0 .

Therefore, assuming n = 2 for N = 2, we have in fact shown that m(ξξ) is a
Lp–multiplier, 1 < p <∞ (see Theorem II.3.2) and m ∈M(a, 2) for a ∈ (1,∞)
(see Definition II.3.2).
We can therefore summarize the decay properties of Eµij(X; 1) for |X| small

in two space dimensions. (In order to get the required information about the
second derivative of I1(X), we have to take n = 3 in (1.29).)

Lemma 1.7 Let N = 2. Then for 0 < |α| ≤ 2 we have for |X| ≤ 2

Eµij(X; 1) ≤ C ln |X|
DαEµij(X; 1) ≤ C|X|−|α| .

Moreover,

Eµij(X; 1) = I1(X) + I2(X) ,

where DαI2(X) ≤ C
|X| for |X| ≤ 2, |α| = 2 and I1(X), representing the singular

part of the second gradient of Eµij(X; 1), has the following property:

F
( ∫

R
2
I1(· −Y)Dαf(Y)dY

)
(ξξ) = m(ξξ)F(f)(ξξ) , |α| = 2 ,

where m(ξξ) represents the Lp–Fourier multiplier, 1 < p < ∞. Therefore the
integral operator T ,

Tf(X) =
∫

R
2
I1(X−Y)Dαf(Y)dY

maps C∞
0 (R

2) onto Lp(R2), 1 < p <∞ and

‖Tf‖p,R2 ≤ C‖f‖p,R2
‖Tf‖p,(g),R2 ≤ C‖f‖p,(g),R2

for all g, weights from the Muckenhoupt class Ap.

Next we continue with the threedimensional case. We have the following
lemma which forms an analogue to Lemma 1.6; we prove it in N space dimensi-
ons, N ≥ 3.
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Lemma 1.8 Let F(G) ∈ Cm+N−1(RN \ {0}), N ≥ 3 be such that

A = sup
|α|≤m+N−1

ξξ∈R
N

|ξξ||α|+N−1(1 + |ξξ|)|DαF(G)(ξξ)| <∞ .

Then G ∈ Cm(RN \ {0}) and

sup
0≤|β|≤m
x∈R

2

|x||β|+N−2|DβG(x)| ≤ C(m,N)A .

Proof: It is essentially the same as for N = 2. For vλ,β we get

|vλ,β| ≤ C

∫ λ−1

0

r|β|+N−2

1 + r
dr

and therefore, unlike the twodimensional case, no logarithmic factor appears.
In the estimates for wλ,β , we have to take |p| = |β|+N − 1 in order to justify
the integrability of ∫

(2λ)−1≤|ξξ|
|ξξ||β|−p−2dξξ .

2

Now we can proceed exactly as before Lemma 1.7 in order to verify the
assumptions of the Marcinkiewicz multiplier theorem. Let us only remark two
things. Unlike the twodimensional case we have different assumptions in The-
orem II.3.2 (the Marcinkiewicz multiplier theorem) and Theorem II.3.5 (the
weighted estimates via Kurtz and Wheeden). We therefore have to take n = 3
(see (1.29)) in order to have m(ξξ) ∈M(a, 3) while for the multiplier theorem it
is enough to have n = 2. The other remark concerns the behaviour of the type

1
(1+|ξξ|)|ξξ| for F(I1)(ξξ). This type of behaviour was essential only in two dimensi-
ons in order to have F(I1)(ξξ) locally integrable. For N = 3 (and eventually
N > 3) it is enough to have behaviour of the type 1

|ξξ|2 .

We can now summarize the properties of Eµij(X; 1) in three space dimensi-
ons. Let us also mention that in order to get the required information about
the second gradient of I1(X), we need to take n = 4 in (1.29).

Lemma 1.9 Let N = 3. Then for 0 ≤ |α| ≤ 2 we have for |X| ≤ 2

DαEµij(X; 1) ≤ C|X|−|α| .

Moreover,
Eµij(X; 1) = I1(X) + I2(X) ,

where DαI2(X) ≤ C
|X|2 for |X| ≤ 2, |α| = 2 and I1(X), representing the singular

part of the second gradient of Eµij(X; 1), has the following property:

F
( ∫

R
3
I1(· −Y)Dαf(Y)dY

)
(ξξ) = m(ξξ)F(f)(ξξ) , (|α| = 2) ,
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where m(ξξ) represents the Lp–Fourier multiplier, 1 < p < ∞. Therefore the
integral operator T ,

Tf(X) =
∫

R
3
I1(X−Y)Dαf(Y)dY

maps C∞
0 (R

3) onto Lp(R3), 1 < p <∞ and

‖Tf‖p,R3 ≤ C‖f‖p,R3
‖Tf‖p,(g),R3 ≤ C‖f‖p,(g),R3

for all g, weights from the Muckenhoupt class Ap.

In order to show that OOOµ = OOO +Eµ represents the fundamental solution to
(1.1) we have to verify that

∂Eµij
∂yi

= 0

in the sense of distributions. Before doing this we have to proof the following
lemma; we know (see Lemma VIII.4.12) that

F(g ∗ h) = (2π)N
2 F(g)F(h)

is well defined (in S ′) when e.g. g ∈ S ′ and h ∈ D′ with compact support. We
shall extend the result for g and h belonging to certain Lebesgue spaces. See
also e.g. [St] for a similar kind of result result, nevertheless, not applicable in
our situation.

Lemma 1.10 Let g ∈ Lp(RN ), h ∈ Lq(RN ), p, q ∈ [1; 2], 1p + 1q = 1 + 1r ≥ 3
2 .

Then g∗h ∈ Lr(RN ) and F(g∗h) = (2π)N
2 F(g)F(h) , where the multiplication

can be understood either in S ′ or in the a.e. sense.

Proof: We have clearly g ∗ h ∈ Lr(RN ) from the Young inequality (see
Theorem VIII.2.1). Moreover, as r ≤ 2, we have from the Hausdorff–Young
inequality (see Lemma VIII.4.10), r′ = r

r−1

‖F(g ∗ h)‖r′ ≤ C‖g ∗ h‖r ≤ C‖g‖p‖h‖q .

Now, let hn ∈ C∞
0 (R

N ), hn → h in Lq(RN ). Then

F(g ∗ hn) = (2π)
N
2 F(g)F(hn) (1.41)

as g ∈ S ′ and hn ∈ C∞
0 (R

N ) ⊂ D′(RN ) has a compact support. The product in
(1.41) is well defined in both S ′ and the a.e. sense. Moreover, we have

‖F(g ∗ hn)−F(g ∗ h)‖r′ = ‖F(g ∗ (hn − h))‖r′ ≤ C‖g‖p‖hn − h‖q → 0

as n→ ∞. It means that F(g ∗hn)→ F(g ∗h) in Lr′(RN ); 1r′ = 1− 1r = 1
p′ +

1
q′ .

Moreover

‖F(g)(F(hn)−F(h))‖r′ ≤ ‖F(g)‖p′‖F(hn)−F(h)‖q′ ≤ C‖g‖p‖hn − h‖q → 0
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i.e. F(g)F(hn)→ F(g)F(h) in Lr′(RN ). The lemma is shown.

2

We shall now show that ∂
∂yi
Eµij = 0 in S ′. We start to calculate its Fourier

transform. We have in S ′

F
( ∂

∂yi
Eµij

)
(ξξ) = −iξiF(Eµij)(ξξ) . (1.42)

Moreover, as Eµ ∈ Lq(RN ) for q ∈ (1,∞) if N = 2 and q ∈ (1, 3) if N = 3,
we have that the product can be understood in the a.e. sense (F(Eµ) ∈ Lp(RN ),
p ∈ (2;∞) from the Hausdorff–Young inequality). Recalling that

∂

∂y1
E∗,

∂

∂y1
OOO ∈ Lq(RN ) , q ∈

(
1;

N

N − 1
)
,

we have due to Lemma 1.10

F(Eµij) = CF
( ∂

∂y1
E∗
)
F
( ∂

∂y1
Oij

)
, (1.43)

where the product can be understood either in S ′ or in the a.e. sense. The first
distributional and classical derivative7 of Oij coincide in S ′ and we have

F
( ∂

∂y1
Oij

)
= −iξ1F(Oij) , (1.44)

where, in general, F(Oij) ∈ S ′ is not a regular function. Nevertheless, we have
for all ϕ ∈ S(RN )

〈
F
( ∂

∂yi
Eµij

)
, ϕ
〉
= C

〈
F
( ∂

∂y1
Oij

)
, ξiF

( ∂

∂y1
E∗
)
ϕ
〉
=

= C
〈
F(Oij), ξiξ1F

( ∂

∂y1
E∗
)
ϕ
〉
.

(1.45)

Let us recall that ∂
∂yi

Oij = 0 in S ′. Therefore

〈
F
( ∂

∂yi
Oij

)
, ϕ
〉
=
〈
F(Oij),−iξiϕ

〉
= 0 ∀ϕ ∈ S(RN ) . (1.46)

Moreover, as ∂
∂yi

Oij ∈ Lp(RN ) for some p ∈ (1; 2), we have that F( ∂∂yi
Oij) ∈

Lq(RN ) for some q ∈ (2;∞) and the first duality on the left hand side of (1.46)
can be extended for ϕ ∈ L∞(RN ) with sufficiently fast decay at infinity. The
same holds also for the duality on the right hand side. Coming back to (1.45)
and recalling that ξ1F( ∂∂yi

E∗) ∈ L∞(RN ) (see Lemma VIII.4.16) we finally get

〈
F
( ∂

∂yi
Eµij

)
, ϕ
〉
= 0

for all ϕ ∈ S(RN ), i.e. F( ∂∂yi
Eµij) = 0 ∈ S ′. But the Fourier transform is

isomorphism on S ′ and therefore also ∂
∂yi
Eµij = 0 in S ′. We have shown that

Oµ
ij = E

µ
ij +Oij

is the fundamental solution to (1.1).

7taken outside of the origin
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Remark 1.3 The reason why we used such a complicated method to verify
that the fundamental solution has zero divergence is that we could not verify
the assumptions in order to interchange the derivative and the integral.

Finally we shall study how Eµij behaves for 2λ = β 6= 1. Recall that we shall
assume β ≪ 1. We have

Eµij(X−Y;β) = µ

1− µ

∫

R
N

∂

∂X1
E∗
(
X−Y − Z; β√

1− µ

) ∂

∂Z1
Oij(Z;β)dZ .

Recalling that
Oij(Z;β) = β

N−2Oij(βZ; 1)

we easily get

Eµij(X−Y;β) =

= −µβ
N−2

1− µ

∫

R
N

∂

∂Z1
E∗
(
β(X−Y)− Z; 1√

1− µ

) ∂

∂Z1
Oij(Z; 1)dZ

(1.47)
and therefore, for µ < 1,

Eµij(X−Y;β) = βN−2Eµij(β(X−Y); 1) . (1.48)

We can now summarize the results form this section. We have

Theorem 1.2 Let N = 2, 3, µ < 1. Then the fundamental solution to (1.1)
can be written in the form

OOOµ(x;β) = OOO(x;β) +Eµ(x;β) ;
here OOO(x;β) denotes the fundamental Oseen tensor and the remainder Eµ(x;β)
has the following properties:

a) for |x| ≥ R≫ 1, |α| ≥ 0

DαEµij(x; 1) ≤ C|x|−
N+1+|α|

2 (1 + s(x))−
N−1+|α|

2

b) for |x| < 1
Eµij(x; 1) ≤ C ln |x| N = 2

Eµij(x; 1) ≤ C|x|−1 N = 3

DαEµij(x; 1) ≤ C|x|2−N−|α| |α| = 1, 2 , N = 2, 3 .

Moreover, Eµij(x; 1) = I1(x) + I2(x), where DαI2(x) = C|x|1−N , |α| = 2
for |x| ≤ 1 and DαI1(x), |α| = 2, representing the singular part of the second
gradient of Eµ(x), defines a singular integral operator

Tf(x) =
∫

R
N
I1(x− y)Dαf(y)dy , |α| = 2

which maps Lp(RN ) onto Lp(RN ) and Lp(RN ; g) onto Lp(RN ; g) for 1 < p <∞,
g ∈ Ap (Muckenhoupt class). Moreover,

Eµ(x;β) = βN−2Eµ(βx; 1) .
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Remark 1.4 We shall use our fundamental solution OOOµ for µ = β2 with β
sufficiently small. Therefore we shall have

OOOβ2(x;β) ∼ βN−2OOO(βx; 1) + β2

1− β2
E
1
2 (x;β)

with E
1
2 (x;β) = βN−2E

1
2 (βx; 1). Moreover, the remainder E

1
2 (x; 1) has at least

the same asymptotic properties as OOO(x; 1) and, therefore, all theorems proved
in Subsection II.3.2 and II.3.3 for the Oseen kernels can be used also for the
modified Oseen kernels. Let us also recall that we used the fact that having
asymptotic properties in X means the same asymptotic properties in x; here
the relation (1.6) is supposed.

III.2 Modified Oseen problem in R
N

This section is devoted to the study of existence, uniqueness and Lq– estimates
of the problem (0.3) in the whole space. For our purpose, we shall need more
general problem; namely

A(u) + β
∂u

∂x1
+∇p = f

∇ · u = g



 in R

N (2.1)

where f and g will be given functions from C∞
0 (R

N ), A(u) = −∆u + µ∂
2u
∂x21
.

As we already know from Section II.1, one possible construction of solution to
(2.1) consists in the use of the fundamental solution to (0.3). We may search
the solution in the form

u = u1 + u2 , (2.2)

where
u1 = ∇(E ∗ g) , (2.3)

E fundamental solution to the Laplace equation, and u2 solves

A(u2) + β
∂u2

∂x1
+∇p = f −A(u1)− β

∂u1

∂x1
∇ · u2 = 0 .

(2.4)

We can rewrite the right hand side of (2.4)1

f − µ∇
( ∂2

∂x21
(E ∗ g)

)
− β∇

( ∂

∂x1
(E ∗ g)

)
+∇g

and so the solution to (2.4) can be sought in the form

u2j (x) = (Oµ
ij ∗ fi)(x)

p =
∂

∂xj
(E ∗ fj)(x)− µ

∂2

∂x21
(E ∗ g)(x)− β

∂

∂x1
(E ∗ g)(x) + g .

(2.5)
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This form is not convenient for the Lq–estimates. We therefore use another
approach and later on identify our solution with those from (2.2), (2.3) and
(2.5). For the sake of simplicity we take β = 1. Later on, using the replacements

f 7→ f

β2

g 7→ g

β

p 7→ p

β
x 7→ βx

(2.6)

we get estimates with constants independent of β.
We search solution to (2.1) in the form

u(x) =
1

(2π)
N
2

∫

R
N
U(ξξ)e−i(x,ξξ)dξξ = F−1(U)(x)

p(x) =
1

(2π)
N
2

∫

R
N
P (ξξ)e−i(x,ξξ)dξξ = F−1(P )(x) .

(2.7)

Inserting (2.7) into (2.1) we get (ξξ′ = (ξ2, . . . , ξN ))

[(1− µ)ξ21 + |ξξ′|2 − iξ1]Um − iξmP = F(fm)
−iξmUm = F(g) .

(2.8)

Solving (2.8) we have

Um(ξξ) =
(δmk|ξξ|2 − ξmξk)F(fk)(ξξ)

h(ξξ)|ξξ|2 +
iξm
|ξξ|2F(g)(ξξ)

P (ξξ) =
iξk
|ξξ|2F(fk)(ξξ) +

h(ξξ)

|ξξ|2 F(g)(ξξ)
(2.9)

with h(ξξ) = (1− µ)ξ21 + |ξξ′|2 − iξ1. Denoting

Vm(ξξ) =
(δmk|ξξ|2 − ξmξk)

h(ξξ)|ξξ|2 F(fk)(ξξ)

Wm(ξξ) =
iξm
|ξξ|2F(g)(ξξ)

Π(ξξ) =
iξk
|ξξ|2F(fk)(ξξ)

T (ξξ) =
h(ξξ)

|ξξ|2 F(g)(ξξ)

(2.10)

we can rewrite (2.9) as
U(ξξ) = V(ξξ) +W(ξξ)

P (ξξ) = Π(ξξ) + T (ξξ)
(2.11)

and
u(x) = v(x) +w(x)

p(x) = π(x) + τ(x)
(2.12)
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with
v(x) = F−1(V)(x)

w(x) = F−1(W)(x)

π(x) = F−1(Π)(x)

τ(x) = F−1(T )(x) .

The advantage of (2.11) and (2.12), respectively, is that v and π represent
the solution for g ≡ 0 while w and τ the solution for f ≡ 0. Moreover , it is an
easy matter to see that u and p are C∞(RN ).8

In order to get Lq–estimates of u and p, we shall apply the Lizorkin mul-
tiplier theorem, see Theorem II.3.3. A principle role will be played by the term

ψmk =
δmk|ξξ|2−ξmξk

|ξξ|2h(ξξ) . We start with some observations.

Lemma 2.1 If N ≥ 2, m, k = 1, 2, . . . , N . Then the assumptions of the Lizor-
kin multiplier theorem are satisfied

a) by ψmk with β =
2

N+1

b) by ξlψmk with β =
1

N+1 and l ∈ {1, 2, . . . , N}

c) by ξ1ψmk with β = 0

d) by ξlξsψmk with β = 0 and l, s ∈ {1, 2, . . . , N}

For N = 2 and l, k ∈ {1, 2} we have also the assumptions satisfied

e) by ψ2k with β =
1
2

f) by ξlψ2k with β = 0.

Proof: Let us recall that we need to get

|ξ1|κ1+β · . . . · |ξN |κN+β
∣∣∣

∂κm(ξξ)

∂ξκ11 . . . ∂ξκN
N

∣∣∣ ≤ C (2.13)

for some 0 ≤ β < 1, κi ∈ {0, 1}, κ =∑κi ≤ N . We easily get that the left hand
side is bounded by

C(µ)

|ξξ|2 + |ξ1|
( N∏

i=1

|ξi|
)β

for any 0 ≤ κ ≤ N , k,m ∈ {1, . . . , N} and any µ ∈ [0, 1). We can therefore
apply Lemma VII.4.2 from [Ga1].

2

We can now start to estimate the solution to (2.1). Let us start with v
and π. Observing that the function ξlξk

|ξξ|2 satisfies the assumptions of Lizorkin

8The crucial fact is that the function 1
|h(ξξ)|

is locally integrable; see the proof of Lemma
VIII.4.15.
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multiplier Theorem II.3.3 (or, equivalently, those of Marcinkiewicz multiplier
Theorem II.3.2) we get with help of Lemma 2.1 c) and d) that

∥∥∥
∂v

∂x1

∥∥∥
q
+ |v|2,q + |π|1,q ≤ C‖f‖q , q ∈ (1;∞) . (2.14)

Moreover, for N = 2 we also have from Lemma 2.1 f)

∥∥∥
∂v

∂x1

∥∥∥
q
+ |v|2,q + |v2|1,q + |π|1,q ≤ C‖f‖q , q ∈ (1;∞) . (2.15)

Now we must restrict the values of q. We have for 1 < q < N + 1 with help of
Lemma 2.1 b)

|v|1,s1 ≤ C‖f‖q , s1 =
(N + 1)q

N + 1− q
, q ∈ (1;N + 1) (2.16)

and for N = 2 also
|v2| 2q

2−q
≤ C‖f‖q , q ∈ (1; 2) . (2.17)

Moreover, observing that ξm
|ξξ|2 satisfies the assumptions of Theorem II.3.3 with

β = 1
N , we have also

|π| Nq
N−q

≤ C‖f‖q , q ∈ (1;N) . (2.18)

Finally, assuming 1 < q < N+1
2 we get from Lemma 2.1 a)

‖v‖s2 ≤ C‖f‖q , s2 =
(N + 1)q

N + 1− 2q , q ∈
(
1;
N + 1

2

)
. (2.19)

Let us now estimate the pair w, τ . We have easily

|w|1,r ≤ C‖g‖r
|w|2,r ≤ C|g|1,r

r ∈ (1;∞) (2.20)

and
|τ |1,r ≤ C‖g‖1,r , r ∈ (1;∞) . (2.21)

Moreover, using the fact that ξk
|ξξ|2 satisfies the assumptions of Theorem II.3.3

with β = 1
N , we get

|w| Nr
N−r

≤ C‖g‖r
|τ | Nr

N−r
≤ C(‖g‖ Nr

N−r
+ ‖g‖r)

r ∈ (1;N) . (2.22)

Next, as ‖g‖s1 ≤ C‖g‖1,q, s1 = (N+1)q
N+1−q , q ∈ (1;N + 1), we have from (2.20)1

|w|1,s1 ≤ C‖g‖1,q q ∈ (1;N + 1) . (2.23)

Finally, if 1 < q < N+1
2 , we choose in (2.22)1 the exponent r such that

Nr
N−r =

(N+1)q
N+1−2q and get

‖w‖s2 ≤ C‖g‖r1 , r1 =
N(N + 1)q

N(N + 1− q) + q
, q ∈

(
1;
N + 1

2

)
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and using the imbedding W 1,q(RN ) →֒ Lr1(RN ) we have

|w|s2 ≤ C‖g‖1,q , s2 =
(N + 1)q

N + 1− 2q , q ∈
(
1;
N + 1

2

)
. (2.24)

Combining estimates (2.14)–(2.24), applying (2.6) we have

Theorem 2.1 Let f ∈ Wm,q(RN ), g ∈ Wm+1,q(RN ), m ≥ 0, 1 < q < ∞ be
given. Then there exists a pair of functions (u, p),

u ∈Wm+2,q
loc (RN ) , p ∈Wm+1,q

loc (RN )

satisfying a.e. the modified Oseen problem (2.1). Moreover, we have following
estimates for l ∈ {0, 1, . . . ,m}

β
∣∣∣
∂u

∂x1

∣∣∣
l,q
+ |u|l+2,q + |p|l+1,q ≤ C(|f |l,q + |g|l+1,q + β|g|l,q) . (2.25)

If N = 2, then

β|u2|l+1,q + β
∣∣∣
∂u1
∂x1

∣∣∣
l,q
+ |u|l+2,q + |p|l+1,q ≤ C(‖f‖q + |g|l+1,q + β|g|l,q) . (2.26)

If 1 < q < N + 1, s1 =
(N+1)q
N+1−q , then

β
1

N+1 |u|l+1,s1 + β
∣∣∣
∂u

∂x1

∣∣∣
l,q
+ |u|l+2,q + |p|l+1,q ≤

≤ C(|f |l,q + |g|l+1,q + β|g|l,q) .
(2.27)

If 1 < q < N , then

β
1

N+1 |u|l+1,s1 + |p|
l, Nq

N−q
+ β

∣∣∣
∂u

∂x1

∣∣∣
l,q
+ |u|l+2,q + |p|l+1,q ≤

≤ C(|f |l,q + |g|l+1,q + β|g|l,q) .
(2.28)

Moreover, if N = 2, then for 1 < q < 2

β|u2|l, 2q
2−q
+ β|u2|l+1,q + β

1
3 |u|l+1, 3q

3−q
+ |p|l, 2q

2−q
+ β

∣∣∣
∂u1
∂x1

∣∣∣
l,q
+

+|u|l+2,q + |p|l+1,q ≤ C(|f |l,q + |g|l+1,q + β|g|l,q) .
(2.29)

Furthermore, if 1 < q < N+1
2 , we get for s2 =

(N+1)q
N+1−2q

β
2

N+1 |u|l,s2 + β
1

N+1 |u|l+1,s1 + |p|
l, Nq

N−q
+ β

∣∣∣
∂u

∂x1

∣∣∣
l,q
+

+|u|l+2,q + |p|l+1,q ≤ C(|f |l,q + |g|l+1,q + β|g|l,q) .
(2.30)

Finally, especially for N = 2 and 1 < q < 3
2 we have

β|u2|l, 2q
2−q
+ β|u2|l+1,q + β

2
3 |u|l, 3q

3−2q
+ β

1
3 |u|l+1, 3q

3−q
+ |p|l, 2q

2−q
+

+β
∣∣∣
∂u1
∂x1

∣∣∣
l,q
+ |u|l+2,q + |p|l+1,q ≤ C(|f |l,q + |g|l+1,q + β|g|l,q) .

(2.31)

If w,τ is another solution to the same data such that | ∂w∂x1 |l,q, |w|l+2,q are finite
for some l ∈ {0, 1, . . . ,m} (or, equivalently, |w|l+2,q and |τ |l+1,q are finite), then

∣∣∣
∂

∂x1
(w − u)

∣∣∣
l,q
= |w − u|l+2,q = |τ − p|l+1,q = 0 .
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Proof: The estimates for f , g smooth and β = 1 were shown above. To get
the estimates for f ∈ Wm,q(RN ), g ∈ Wm+1,q(RN ) only, we use the standard
density argument. Next, for β 6= 1 we use (2.6). Let us only sketch the proof.
Let U, P solves

Ay(U) +
∂U

∂y1
+∇yP = F

∇y ·U = G .
Now, U, P satisfy the estimates (2.25)–(2.31) with β = 1. Taking F = f

β2 ,
G = g

β , P =
p
β and y = βx we get that u, p with u(x) = U(y), p(x) = P (y)

satisfy the original problem (2.1) and

|U|l+2,q → β
N
q
−l−2|u|l+2,q

|U|l+1,q → β
N
q
−l−1|u|l+1,q

|U|l+1,s1 → β
N
q
−l−2+ 1

N+1 |u|l+1,s1
|U|l,s2 → β

N
q
−l−2+ 2

N+1 |u|l+1,s2
|P |l+1,q → β

N
q
−l−2|p|l+1,q

and the estimates with β 6= 1 follows easily by multiplying βl+2−
N
q . We are

therefore left with the proof of the uniqueness part. We denote z = Dα(w−v),
s = Dα(τ − p), |α| = l. The pair z, s solves

A(z) + β
∂z

∂x1
+∇s = 0

∇ · z = 0
(2.32)

a.e. in R
N . We multiply (2.32) by the standard mollifier ωε(|x − y|), x ∈ R

N

and integrate the variable y over R
N . We get

A(zε) + β
∂zε
∂x1
+∇sε = 0

∇ · zε = 0 ,
(2.33)

where zε, sε are infinitely times differentiable functions and, moreover, ∇2zε,
∂zε
∂x1

∈ Lq(RN ) what implies ∇sε ∈ Lq(RN ) (or ∇2zε, ∇sε ∈ Lq(RN ) imply
∂zε
∂x1

∈ Lq(RN )). We can apply the divergence to (2.33)1 and get

∆sε = 0 in R
N . (2.34)

Moreover, as ∇sε ∈ Lq(RN ) we have that ∇sε = 0 ∀ε > 0 and therefore ∇s = 0
a.e. in R

N . To show this, let us apply∇ on (2.34), multiply it by ηR∇sε|∇sε|q−2,
ηR the standard cut–off function (see Section VIII.2), and integrate over R

N .
We get

0 =
∫

R
N
∆(∇sε)ηR∇sε|∇sε|q−2dx =

= −(q − 1)
∫

R
N
|∇2sε|2|∇sε|q−2ηRdx−

1

q

∫

R
N
∇|∇sε|q∇ηRdx
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and therefore finally

q(q − 1)
∫

R
N
|∇2sε|2|∇sε|q−2ηRdx =

∫

R
N
|∇sε|q∆ηRdx .

As supp ∆ηR = B2R(0) \BR(0) and |∆ηR| ≤ C
R2 , we have

lim
R→∞

∫

R
N
|∇2sε|2|∇sε|q−2ηRdx = 0 .

Therefore ∇2sε = 0 in R
N and so ∇sε = const. But as ∇sε ∈ Lq(RN ), we have

also ∇sε = 0.
We return to (2.33). Let wε be any component of ∇2zε. Then

A(wε) + β
∂wε
∂x1

= 0 in R
N . (2.35)

Denoting

|wε|A =

√√√√
N∑

i=1

(∂wε
∂xi

)2
− µ

(∂wε
∂x1

)2
(2.36)

we get after multiplying (2.35) by |wε|q−2wεηR and proceeding as above
∫

R
N
ηR|wε|q−2|wε|2Adx ≤ C

∫

R
N
(|∆ηR|+ |∇ηR|)|wε|qdx (2.37)

i.e. passing with R→ ∞

∇wε = 0 in R
N =⇒ wε = const .

Again, as wε ∈ Lq(RN ), we get wε = 0 in R
N ∀ε > 0 i.e. w = 0 a.e. in R

N .
Proceeding analogously for any |α| = l we finish the proof.

2

Corollary 2.1 Let f , g ∈ C∞
0 (R

N ). Then u, p, the solution to (2.1), con-
structed by (2.7) and (2.9) has the following decay properties for |x| sufficiently
large:

|Dαu(x)| ≤ C|x|−
N−1+|α|

2 (1 + s(x))−
N−1+|α|

2

|Dαp(x)| ≤ C|x|−(N−1+|α|)
k ≥ 0 . (2.38)

Proof: Let us denote by U, P the solution constructed in (2.5). We know
that U, P ∈ C∞(RN ) and moreover, as the right hand side has a compact
support, we have also that U, P behaves exactly as OOOµ and ∇E , respectively.9
Therefore we have in particular that U, P satisfy (2.38). So (see also Lemma
1.2) D2U, ∇P , ∂U∂x1 ∈ Lq(RN ) for all q > 1. Applying Theorem 2.1 we therefore
get that

‖∇(P − p)‖q = ‖D2(U− u)‖q = 0 ,
9Note that ∇E(x) ∼ |x|1−N ≤ |x|−

N−1

2 (1 + s(x))−
N−1

2 for |x| sufficiently large.
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where u, p is the solution constructed by (2.7) and (2.9). Moreover, as both
P , p and U, u are r–integrable function for some r’s ∈ (1,∞), we get P = p,
U = u and therefore also (2.38).

2

Next we shall study weak solutions to (2.1). We say that the pair (u, p) ∈
W 1,q
loc (R

N )× Lqloc(R
N ) is a q–weak solution to (2.1) if10

∫

R
N

(
∇u : ∇ϕϕϕ− µ

∂u

∂x1
· ∂ϕϕϕ
∂x1
+ β

∂u

∂x1
· ϕϕϕ
)
dx−

∫

R
N
p
∂ϕi
∂xi
dx = 〈f , ϕϕϕ〉

∀ϕϕϕ ∈ C∞
0 (R

N )

∇ · u = g a.e. in R
N .

(2.39)

First, let us assume that f , g ∈ C∞
0 (R

N ). We can therefore construct a
solution by means of the Fourier transform as we did above. Moreover, without
loss of generality, we can write f and g in the divergence form (see e.g. [Ga1])

fj(x) =
∂Flj
∂xl
(x)

g(x) =
∂Gl
∂xl
(x)

(2.40)

in such a way that
|f |−1,q ≤ ‖F‖q ≤ c1|f |−1,q
|g|−1,q ≤ ‖G‖q ≤ c2|g|−1,q

|G|1,q ≤ c3‖g‖q .
(2.41)

We have therefore F(fj) = −iξlF(Flj), F(g) = −iξlF(Gl) and we can
proceed as before Theorem 2.1. Moreover, using

Lemma 2.2 Let g ∈ Lq(RN ) ∩ D−1,q
0 (RN ), 1 < q < ∞. Then for any ε > 0

there exists gε ∈ C∞
0 (R

N ) such that

|gε − g|−1,q + ‖gε − g‖q < ε .

Proof: see [Ga1], Lemma VII.4.3.

2

we have

Theorem 2.2 Let N ≥ 2, f ∈ D−1,q
0 (RN ), g ∈ Lq(RN ) ∩D−1,q

0 (RN ), 1 < q <
∞. Then there exists at least one q–weak solution to (2.1) in the sense of (2.39).
This solution satisfies

|u|1,q + ‖p‖q ≤ C(|f |−1,q + β|g|−1,q + ‖g‖q)
β‖u2‖q + |u|1,q + ‖p‖q ≤ C(|f |−1,q + β|g|−1,q + ‖g‖q) if N = 2 ,

(2.42)

10this is slightly more general definition than in the case of Ω an exterior domain; see
Definition 3.1



III Modified Oseen problem 123

and if 1 < q < N + 1, s1 =
(N+1)q
N+1−q

β
1

N+1 ‖u‖s1 + |u|1,q + ‖p‖q ≤ C(|f |−1,q + β|g|−1,q + ‖g‖q)
β‖u2‖q + β‖u‖ 3q

3−q
+ |u|1,q + ‖p‖q ≤ C(|f |−1,q + β|g|−1,q + ‖g‖q)

(2.43)

if N = 2. Finally, if (w, τ) is another q–weak solution to (2.1) corresponding
to the same data f , g such that ∇w ∈ Lq(RN ), τ ∈ Lq(RN ), then w = u + c
and τ = p.

Proof: The estimates (2.42) and (2.43) are for f , g ∈ C∞
0 (R

N ) obtained in
the same way as in Theorem 2.1. Then, using the standard density argument
together with Lemma 2.2 we can pass to the limit with non–smooth data.
The uniqueness part is proved in the same lines as in Theorem 2.1. Denoting
z = w − v, s = τ − p we have that ∇z, s ∈ Lq(RN ) and

∫

R
N

(
∇z : ∇ϕϕϕ− µ

∂z

∂x1
· ∂ϕϕϕ
∂x1
+ β

∂z

∂x1
· ϕϕϕ
)
dx =

∫

R
N
s
∂ϕi
∂xi
dx

∀ϕϕϕ ∈ C∞
0 (R

N )

∇ · z = 0 a.e. in R
N .

Taking in particular ϕi(y) = ωε(|x − y|), i = 1, 2, . . . , N , ε > 0, the standard
mollifier, we get for zε = z ∗ ωε ∈ C∞(RN ), ∇zε ∈ Lq(RN ) and sε = s ∗ ωε ∈
C∞(RN ) ∩ Lq(RN ) that

A(zε) + β
∂zε
∂x1
+∇sε = 0

∇ · zε = 0
in R

N . (2.44)

Now, applying the divergence to (2.44)1 we have

∆sε = 0 in R
N (2.45)

and therefore, multiplying (2.45) by sε|sε|q−2ηR with ηR the standard cut–off
function and arguing as in Theorem 2.1 we get thanks to the integrability of sε
and s that sε = s = 0 a.e. in R

N . We are therefore left with

A(zε) + β
∂zε
∂x1
= 0

and again, arguing as in Theorem 2.1, we get ∇zε = 0 and consequently z =
const a.e. in R

N .

2

We finish this section by proving a more general version of the uniqueness
lemma

Lemma 2.3 Let 1 < q, r < N + 1 and let (u1, p1) ∈ W 1,q
loc (R

N ) × Lqloc(R
N )

and (u2, p2) ∈ W 1,r
loc (R

N ) × Lrloc(R
N ) be q– and r–weak solutions, respectively,

corresponding the same data f , g such that ∇u(1) ∈ Lq(RN ), ∇u(2) ∈ Lr(RN ).
Then

u = u(1) − u(2) = c ∈ R
N

p = p(1) − p(2) = a ∈ R
N .
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Proof: The couple (u, p) satisfies

∫

R
N

(
∇u : ∇ϕϕϕ− µ

∂u

∂x1
· ∂ϕϕϕ
∂x1
+ β

∂u

∂x1
· ϕϕϕ
)
dx = 0 (2.46)

for all ϕϕϕ ∈ C∞
0 (R

N ) with zero divergence. Therefore, due to the density (see
Remark VIII.3.4) also for all

ϕϕϕ ∈ Ĥ1q′∧r′(R
N ) = {ϕϕϕ ∈W 1,q′(RN ) ∩W 1,r′(RN );∇ · ϕϕϕ = 0 in R

N} .

Let us consider an auxiliary problem

A(z)− β
∂z

∂x1
+∇τ = ξξ

∇ · z = 0
in R

N (2.47)

with

ξξ ∈ C∞
0 (R

N ) =
{
u ∈ C∞

0 (R
N );

∫

R
N
udx = 0

}
⊂ D−1,q

0 (RN ) ∀q ≥ 1 .

Theorem 2.2 guarantees existence of a couple (z, τ) such that z ∈ Lq(RN )
∀q ∈ (N+1N ;∞), (∇z, τ) ∈ Lq(RN ) ∀q ∈ (1;∞) — a weak solution to (2.47). Evi-
dently, this solution is also strong, in particular C∞(RN ). We multiply (2.47)1
by uζR, ζR the Sobolev cut–off function with R > e2 (see Section VIII.2) and
integrate over R

N

∫

R
N

(
∇z : ∇u− µ

∂z

∂x1
· ∂u
∂x1
+ β

∂u

∂x1
· z
)
ζRdx =

∫

R
N
ξξ · uζRdx−

−
∫

R
N

(
∇z · u∇ζR − µ

∂z

∂x1
· u∂ζR
∂x1
+ βz · u∂ζR

∂x1
+ τu · ∇ζR

)
dx .

The second term on the right hand side can be bounded by

C(‖u(1)∇ζR‖q + ‖u(2)∇ζR‖r)(‖∇z‖q′∧r′ + ‖z‖q′∧r′ + ‖τ‖q′∧r′)

and tends to 0 as R → ∞ (see Lemma VIII.2.2). We may therefore apply the
Lebesgue dominated theorem to get

∫

R
N

(
∇z : ∇u− µ

∂z

∂x1
· ∂u
∂x1
+ β

∂u

∂x1
· z
)
dx =

∫

R
N
ξξ · udx . (2.48)

The left hand side is thanks to (2.46) equal to zero and we are left with
∫

R
N
ξξ · udx = 0 ∀ξξ ∈ C∞

0 (R
N ) .

This implies u = c ∈ R
N and easily we get also p = a ∈ R. Let us finally note

that the condition min{q′, r′} > N+1
N implies max{q, r} < N + 1.

2
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III.3 Modified Oseen problem in exterior domains

In this section we shall study

A(u) + β
∂u

∂x1
+∇p = f

∇ · u = 0



 in Ω

u = u∗ at ∂Ω

u→ 0 as |x| → ∞

(3.1)

with A(u) = −∆u + µ∂2u
∂x21
, 0 < µ < 1, Ω ⊂ R

N , N = 2, 3, an exterior domain

to a compact body B = Ωc. We can assume, without loss of generality, that
B 1
2
(0) ⊂ B ⊂ B1(0). Using the results from the two preceding sections we shall

prove existence, uniqueness, Lq–estimates as well as asymptotic properties at
large distances for solutions to (3.1).

Definition 3.1 We say that the vector field u : Ω → R
N is a q–weak solution

to (3.1) if for some q ∈ (1;∞)
(i) u ∈ D1,q(Ω)

(ii) u is (weakly) divergence free in Ω

(iii) u
/
∂Ω
= u∗ in the trace sense

(iv) limR→∞
∫
SN

|u(R,ω)|dω = 0

(v) for all ϕϕϕ ∈ C∞
0 (R

N ) with zero divergence in R
N we have

∫

Ω

(
∇u : ∇ϕϕϕ− µ

∂u

∂x1
· ∂ϕϕϕ
∂x1
+ β

∂u

∂x1
· ϕϕϕ
)
dx = 〈f , ϕϕϕ〉 . (3.2)

Remark 3.1 Let us note that here we use a bit different definition of the weak
solution than in the whole space.

If f has some (mild) degree of regularity, we can associate to every q–weak
solution the corresponding pressure field

Lemma 3.1 Let Ω ⊂ R
N be a locally lipschitzian exterior domain in R

N ,
N ≥ 2. Let f ∈ W−1,q

0 (ΩR) ∀R > diamΩc. Then to every weak solution u to
(3.1) we can associate a pressure field p ∈ Lqloc(Ω) such that

∫

Ω

(
∇u : ∇ϕϕϕ− µ

∂u

∂x1
· ∂ϕϕϕ
∂x1
+ β

∂u

∂x1
· ϕϕϕ)dx =

∫

Ω
p∇ · ϕϕϕdx+ 〈f , ϕϕϕ〉 (3.3)

for all ϕϕϕ ∈ C∞
0 (R

N ).

Proof: see Appendix, Theorem VIII.5.3

2

We shall also use several times the following result on the local regularity
of q–weak solutions.
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Theorem 3.1 Let f ∈Wm,q
loc (Ω), m ≥ 0, 1 < q <∞ and let

u ∈W 1,q
loc (Ω), p ∈ Lqloc(Ω)

with u (weakly) divergence free satisfying (3.3) for all ϕϕϕ ∈ C∞
0 (Ω). Then

u ∈Wm+2,q
loc (Ω), p ∈Wm+1,q

loc (Ω) .

In particular, if f ∈ C∞(Ω), then u, p ∈ C∞(Ω). Furthermore, if Ω is of class
Cm+2 and

f ∈Wm,q
loc (Ω),u∗ ∈W

m+2− 1
q
,q(∂Ω),u ∈W 1,q

loc (Ω) ,

then
u ∈Wm+2,q

loc (Ω), p ∈Wm+1,q
loc (Ω) .

In particular, if Ω is of class C∞ and f ∈ C∞(Ω
′
) for all bounded Ω′ ⊂ Ω and

u∗ ∈ C∞(∂Ω), then u, p ∈ C∞(Ω
′
) for all bounded Ω′ ⊂ Ω.

Proof: It si an easy consequence of Theorem VIII.5.4. We can assume the
system (3.1) as the modified Stokes problem with the right hand side f −β ∂u

∂x1
.

2

We have the following uniqueness results

Theorem 3.2 Let 1 < q < N + 1 and u be a q–weak solution to (3.1) with
f = u∗ = 0 such that u ∈ Lr(Ω) for some 1 < r <∞. Let Ω ∈ C2 be an exterior
domain in R

N . Then
u = 0 , p = a ∈ R ,

where p is the associated pressure to u due to Lemma 3.1.

Proof: From Lemma 3.1 we get the existence of the pressure field p ∈
Lqloc(Ω). Applying Theorem 3.1 we see that u, p ∈ C∞(Ω) and u ∈ W 2,q

loc (Ω),
p ∈ W 1,q

loc (Ω). Let η ∈ C∞
0 (B2R(0)) be the usual cut–off function, η = 1 in

BR(0), R ≥ 1. Then
v = u(1− η)

π = p(1− η)

is a q–weak solution to

A(v) + β
∂v

∂x1
+∇π = F

∇ · v = G



 in R

N , (3.4)

where

F = 2∇u∇η − 2µ ∂u
∂x1

∂η

∂x1
+ u

(
∆η − µ

∂2η

∂x21

)
− βu

∂η

∂x1
− p∇η

G = −u · ∇η ,

i.e. evidently F, G ∈ C∞
0 (R

N ). Moreover, we know that v ∈ Lr(RN ), ∇v ∈
Lq(RN ), π ∈ Lqloc(R

N ). Now, let (V, P ) be solution to (3.4) constructed by
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(2.9). Then, by Theorem 2.1 V ∈ Lt(RN ) ∀t ∈ (N+1N−1 ;∞), ∇V ∈ Ls(RN )

∀s ∈ (N+1N ;∞) and P ∈ La(RN ) ∀a ∈ ( N
N−1 ;∞).

Lemma 2.4 gives us therefore (as both v and V are integrable) v = V
and π − P = a ∈ R. We put p(1) = p − a. Evidently, p(1) is again a pressure
field and (u, p(1)) satisfies (3.3) for all ϕϕϕ ∈ C∞

0 (R
N ). Moreover, p(1) ∈ La(Ω),

a ∈ ( N
N−1 ;∞) since p(1) and P coincide on B2R(0) and p ∈W 1,q

loc (Ω). The couple

(v, π(1)) with π(1) = p(1)(1− η) is a q–weak solution to

A(v) + β
∂v

∂x1
+∇π(1) = F(1)

∇ · v = G



 in R

N ,

where F(1) = F+ a∇η ∈ C∞
0 (R

N ). We easily see that11

u ∈ Lt(Ω) , t ∈
(N + 1
N − 1;∞

)

∇u ∈ Ls(Ω) , s ∈
(N + 1

N
;∞
)

p(1) ∈ La(Ω) , a ∈
( N

N − 1;∞
)
.

Now, letN = 3. As (3.2) evidently holds (from the density) also for functions
ϕϕϕ from W 1,q′(Ω) with zero divergence and (3.3) makes sense if moreover ∇v ∈
Lb(Ω) for some b < 3, we can use as test function in (3.3) ϕϕϕ = uζR, ζR the
Sobolev cut–off function with R > e2. We get
∫

Ω

(
∇u : ∇u− µ

∂u

∂x1
· ∂u
∂x1

)
ζRdx = −

∫

Ω

(
u · ∂u

∂xi

∂ζR
∂xi

− µu · ∂u
∂x1

∂ζR
∂x1

)
dx+

+
∫

Ω
p(1)u · ∇ζRdx+

β

2

∫

Ω
|u|2∂ζR

∂x1
dx .

(3.5)
The right hand side of (3.5) can be estimated by

C(‖∇u‖2 + ‖p(1)‖2)‖u∇ζR‖2 + ‖u‖ 5
2
‖u∇ζR‖ 5

3

and tends to zero as R → ∞ (see Lemma VIII.2.2). Hence ∇u = 0 a.e. in R
3

and since u is summable, u = 0. Now easily p(1) = 0 and therefore p = a ∈ R.
In two space dimensions, we have

u ∈ Lt(Ω) , t ∈ (3;∞)

∇u ∈ Ls(Ω) , s ∈
(3
2
;∞
)

p(1) ∈ La(Ω) , a ∈ (2;∞) .

Therefore, unless r < 3 or q < 3
2 , we cannot control the term

∫
Ω |u|2 ∂ζR∂x1

dx. In
such situations, we use as a test function

ϕϕϕ = u|u|δζR ,
11the integrability at large distances follows from the properties of V and the fact that
u = V in B2R(0). Concerning the integrability near ∂Ω, since u ∈ W

1,q
loc (Ω), we have due to

Theorem 3.1 that u ∈ W
2,q
loc (Ω), i.e. u ∈ W

1,
Nq

N−q

loc (Ω), q < N . After finite number of steps we
have u ∈ W

1,r
loc (Ω), r ∈ [1;∞].
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where δ > 0 is sufficiently small. Instead of (3.5) we have
∫

Ω

(
|∇u|2 − µ

∂u

∂x1
· ∂u
∂x1

)
|u|δζRdx =

∫

Ω

(
µu · ∂u

∂x1

∂ζR
∂x1

− u · ∂u
∂xi

∂ζR
∂xi

)
|u|δdx+

+
∫

Ω
p(1)u · ∇ζR|u|δdx+

β

2 + δ

∫

Ω
|u|2+δ ∂ζR

∂x1
+ δ

∫

Ω
p(1)uj |u|δ−2uk

∂uk
∂xj

ζR−

−δ
∫

Ω

[
uj
∂uj
∂xi

uk
∂uk
∂xi

− µuk
∂uk
∂x1

uk
∂uk
∂x1

]
ζR|u|δ−2dx .

Passing with R→ ∞ and using
∫

Ω
|u|2+δ

∣∣∣
∂ζR
∂x1

∣∣∣dx ≤ ‖u‖1+δ3+δ‖u∇ζR‖ 3+δ
2
,

we get
∫

Ω

(
|∇u|2 − µ

∂u

∂x1
· ∂u
∂x1

)
|u|δdx ≤ δ

∫

Ω
(|p(1)‖u|δ|∇u|+ |u|δ|∇u|2)dx .

Finally we pass with δ → 0 and using the Lebesgue dominated convergence
theorem we get, as in the threedimensional case, u = 0 and p = a ∈ R.

2

Remark 3.2 If q ≥ 2, then Theorem 3.2 holds also for Ω ∈ C0,1, an exterior
domain. Then we have namely ∇u ∈ L2loc(Ω) and the first term on the left hand
side of (3.5) is finite.

We start to construct weak solutions to (3.1). As the methods in two and
three space dimensions are significantly different, we study each case separately.
As Ω is unbounded, we expect that the compatibility condition

∫

∂Ω
u∗ · ndS (3.6)

might be omitted. This is evidently true if N = 3 but if N = 2, the method
presented in [Ga1] seems not to work as well as some modifications of it. We shall
mention the crucial problem later on. Therefore, for N = 2 we shall suppose
the condition (3.6) to be satisfied. For our application, the condition is trivially
satisfied in both two– and threedimensional cases.

III.3.1 Threedimensional modified Oseen problem

Theorem 3.3 Let Ω be a threedimensional exterior, locally lipschitzian do-
main. Let

f ∈ D−1,2
0 (Ω) , u∗ ∈W

1
2
,2(∂Ω) .

Then there exists (2–) weak solution to (3.1). This solution satisfies the esti-
mates

‖u‖2,ΩR
+ |u|1,2 ≤ C(|f |−1,2 + ‖u∗‖ 1

2
,2,(∂Ω))∫

S3
|u(R,ω)|dω = O

( 1
R

)
as R = |x| → ∞

‖p‖2,ΩR/R ≤ C(|f |−1,2 + |u|1,2)
(3.7)

for R > diamΩc; p is the pressure associated to u by Lemma 3.1.
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Proof: We look for the solution in the form

u = v +w + σσσ , (3.8)

where

σσσ =
Φ

4π
∇
( 1
|x|
)

Φ =
∫

∂Ω
u∗ · ndS .

Further, v ∈W 1,2(Ω) denotes the divergence free extension of u∗−σσσ of bounded
support in Ω, see Theorem VIII.3.1.12 We have

σσσ = O
( 1
|x|2

)
as |x| → ∞ .

Finally, (w, p) will be 2–weak solution of the problem

A(w) + β
∂w

∂x1
+∇p = F

∇ ·w = 0



 in Ω

w = 0 at ∂Ω

(3.9)

with F = f − A(v + σσσ)− β ∂
∂x1
(v + σσσ). Then, easily, u ∈ D1,2(Ω) is divergence

free, u
/
∂Ω
= u∗ in the sense of traces, u satisfies (3.2) and

∫

S3
|u(R,ω)|dω ≤

∫

S3
|w(R,ω)|dω +O

( 1
R2

)
.

From the properties of w it follows that
∫
S3

|w(R,ω)|dω ≤ C
R for R = |x| su-

fficiently large, see Lemma VIII.1.12. We are therefore left with the proof of
existence of 2–weak solution to (3.9); moreover the condition (iv) from Defini-
tion 3.1 is trivially satisfied.
Let us introduce an auxiliary problem. For any ε > 0 we look forwε ∈ Ĥ12 (Ω)

(see (3.13)) solution to the problem

((wε, ϕϕϕ)) = 〈F, ϕϕϕ〉 ∀ϕϕϕ ∈ Ĥ12 (Ω) (3.10)

with

((wε, ϕϕϕ)) =
∫

Ω

(
∇wε : ∇ϕϕϕ− µ

∂wε

∂x1
· ∂ϕϕϕ
∂x1
+ β

∂wε

∂x1
· ϕϕϕ+ εwε · ϕϕϕ)dx .

The space Ĥ12 (Ω) = H
1
2 (Ω) is a Hilbert space with the scalar product

(w, ϕϕϕ) =
∫

Ω
(∇w : ∇ϕϕϕ+ εw · ϕϕϕ)dx

and ((wε, ϕϕϕ)) is for any µ ∈ [0, 1) a continuous sesquilinear form on Ĥ12 (Ω).
To see this let us recall that

∫
Ω

∂ϕϕϕ
∂x1

· ϕϕϕdx = 0 due to the density of C∞
0 (Ω) in

12Evidently, the compatibility condition
∫

∂Ω
(u∗ − σσ) · ndS = 0 is satisfied.
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W 1,2
0 (Ω). Lax–Milgram theorem (see Theorem VIII.1.1) thus yields existence of
a unique wε ∈ Ĥ12 (Ω), the solution to (3.10). Thus we have

‖∇wε‖2 ≤ C|F|−1,2 (3.11)

with C independent of ε. Moreover, easily

|F|−1,2 ≤ C(|f |−1,2 + ‖u∗‖ 1
2
,2,(∂Ω)) . (3.12)

Therefore, at least for a chosen subsequence, there exists w ∈ Ĥ12 (Ω) such that

wε ⇀ w in L6(Ω)

∇wε ⇀ ∇w in L2(Ω) .

From (3.10) we get

∫

Ω

(
∇w · ∇ϕϕϕ− µ

∂w

∂x1
· ∂ϕϕϕ
∂x1
+ β

∂w

∂x1
· ϕϕϕ
)
dx = 〈F, ϕϕϕ〉 ∀ϕϕϕ ∈ 0D(Ω) .

Using the Hölder inequality we easily have

‖w‖2,ΩR
≤ |ΩR|

1
3 ‖w‖6 ≤ C|ΩR|

1
3 |w|1,2 .

Finally, we can come back to the weak formulation of (3.1) and using Theorem
VIII.5.3 we get

‖p‖2,ΩR/R ≤ C(|f |−1,2 + ‖u‖2,ΩR
+ |u|1,2) ≤

≤ C(R)(|f |−1,2 + |u|1,2)

which finishes the proof.

2

Corollary 3.1 Let Ω be an exterior threedimensional locally lipschitzian do-
main, u∗ ∈ W

1
2
,2(∂Ω) and f ∈ C∞

0 (Ω). Then the solution, constructed in The-
orem 3.3 has the following decay properties for |x| sufficiently large:

|Dαu(x)| ≤ C|x|−1−
|α|
2 (1 + s(x))−1−

|α|
2 |α| ≥ 0

|Dαp(x)| ≤ C|x|−2−|α| |α| > 0 .
(3.13)

Remark 3.3 We can add to p such a constant that (3.13) holds also for |α| = 0.

Proof: Theorem 3.1 implies that solution, constructed in Theorem 3.3, is
of class C∞(Ω). Let us recall that we also have u ∈ L6(Ω), ∇u ∈ L2(Ω) and
p ∈ L2loc(Ω). The couple (U, P ) ∈ C∞(Ω), U = u(1− η), P = p(1− η), η as in
Theorem 3.2, is a 2–weak solution to

A(U) + β
∂U

∂x1
+∇P = F

∇ ·U = G
(3.14)
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with F, G ∈ C∞
0 (R

3),

F = (1− η)f + 2∇u∇η − 2µ ∂u
∂x1

∂η

∂x1
+ uA(η)− βu

∂η

∂x1
− p∇η

G = −u · ∇η .
(3.15)

Clearly U ∈ L6(R3), ∇U ∈ L2(R3) and P ∈ L2loc(R
3). Theorem 2.2 guaran-

tees existence of another solution (W,Π) such thatW and ∇W have the same
integrability as U and ∇U, respectively. So, due to Lemma 2.3 U = W and
P = Π− a.
We take p(1) = p + a, denote P (1) = (1 − η)p(1). Then the pair (U, P (1))

solves the system

A(U) + β
∂U

∂x1
+∇P (1) = F(1)

∇ ·U = G
(3.16)

with F(1) = F− a∇η. Due to Lemma 2.3, (U, P (1)) coincides with the solution
of (3.16) constructed in Theorem 2.1 and therefore, by Corollary 2.1 we get the
asymptotic properties of (U, P (1)). As (u, p(1)), solution constructed in Theorem
3.3, coincides with it outside B2R(0), we get (3.13).

2

Remark 3.4 Using the same procedure as above for the twodimensional case
we are not able to control the behaviour of u at infinity and therefore we cannot
apply Lemma 2.3.

III.3.2 Twodimensional modified Oseen problem

As announced in Remark 3.4, we cannot easily use the technique from the
threedimensional situation. We therefore follow the ideas of Finn and Smith (see
[FiSm]; see also [Ga1] Section VII.5). Let us consider the following modification
of (3.1)

A(u) + β
∂u

∂x1
+ δu+∇p = f

∇ · u = 0



 in Ω

u = u∗ at ∂Ω

u→ 0 as |x| → ∞

(3.17)

with δ > 0. We first prove the existence of a solution to (3.17) in certain Lq–
spaces and get some δ–independent estimates which will allow us to pass with
δ to zero and therefore get solution to the original problem (3.1). The proof
will be similar to the threedimensional situation. We therefore first consider
the following non–homogeneous version of (3.17)1,2 in R

2

A(u) + β
∂u

∂x1
+ δu+∇π = f

∇ · u = g



 in R

2 . (3.18)
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We denote

(u,v) =
∫

R
2
u · vdx

aµ(u,v) = (∇u,∇v)− µ
( ∂u
∂x1

,
∂v

∂x1

)
.

(3.19)

Lemma 3.2 Let f ∈ Lq(R2), g ∈ W 1,q(R2) ∩D−1,q
0 (R2), 1 < q < 3

2 . Then for
all δ ∈ (0, 1] there exists a solution (uδ, πδ) to (3.18) such that

uδ ∈W 2,q(R2)
⋂
D
1, 3q
3−q

0 (R2)
⋂
L

3q
3−2q (R2)

∇πδ ∈ Lq(R2)

uδ2 ∈ D1,q0 (R
2)
⋂
L
2q
2−q (R2)

∂u1
∂x1

∈ Lq(R2)

and

β‖uδ2‖ 2q
2−q
+ β|uδ2|1,q + β

2
3 |uδ|1, 3q

3−2q
+ β

1
3 |uδ|1, 3q

3−q
+ β

∥∥∥∂u
δ
1

∂x1

∥∥∥
q
+

+|uδ|2,q ≤ C(‖f‖q + |g|1,q + β‖g‖q)
|πδ|1,q ≤ C(‖f‖q + |g|1,q + β‖g‖q + δ|g|−1,q)

(3.20)

with C independent of δ and β. Moreover, if w, τ are such that

a) w ∈W 1,2(R2), τ ∈ L1loc(R
2)

b) for all ψψψ ∈ C∞
0 (R

2)

aµ(w, ψψψ) + β
( ∂w
∂x1

, ψψψ
)
+ δ(w, ψψψ) = (τ,∇ · ψψψ)− 〈f , ψψψ〉

and ∇ ·w = g a.e. in R
2,

then necessarily w = uδ and τ = πδ + const a.e. in R
2.

Proof: The proof is very analogous to the proof of Theorem 2.1. We again
assume first β = 1 and use finally rescalling in order to obtain the constant
independent on β; for this purpose we must take δ

β2 instead of δ. We can again

calculate the Fourier transform of uδ and πδ. Denoting U = F(uδ), P = F(πδ)
we have

Um(ξξ) =
(δmk|ξξ|2 − ξmξk)F(fk)(ξξ)

h(ξξ, δ)|ξξ|2 +
iξm
|ξξ|2F(g)(ξξ)

P (ξξ) =
iξk
|ξξ|2F(fk)(ξξ) +

h(ξξ, δ)

|ξξ|2 F(g)(ξξ) ,
(3.21)

where h(ξξ, δ) = (1 − µ)ξ21 + ξ22 − iξ1 + δ
β2 . It is an easy matter to see that

(δmk|ξξ|2−ξmξk)
h(ξξ,δ)|ξξ|2 satisfies under certain conditions the assumptions of Lizorkin mul-

tiplier theorem; moreover Lemma 2.1 can be applied to show that the constants
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do not depend on δ
β2 . We can therefore easily get the estimates for u

δ from

Theorem 2.1. Moreover we can show that uδ ∈W 1,q(R2). We have namely that

1

h(ξξ, δ)
≤ C

δ
β2

|ξξ|
h(ξξ, δ)

≤ C√
δ
β

and therefore
‖uδ‖1,q ≤ C(δ)(‖f‖q + ‖g‖1,q + |g|−1,q) .

Without having g ∈ D−1,q(R2) we do not have any estimate of the gradient
of the pressure; this is caused by the term δ

β2|ξξ|2F(g). But for g ∈ D−1,q(R2) we

can similarly as in Theorem 2.2 get the estimate (3.20)2.
It remains to prove the uniqueness part. Let us set v = w−uδ, p = τ − πδ.

Then v obeys the identity

aµ(v, ϕϕϕ) + β
( ∂v
∂x1

, ϕϕϕ
)
+ δ(v, ϕϕϕ) = 0 ∀ϕϕϕ ∈ 0D(R2) . (3.22)

We know that uδ ∈ W 2,q(R2) and therefore, by imbedding, uδ ∈ W 1,2(R2).
Moreover, ∇ · uδ = 0 and we can easily extend the validity of (3.22) for ϕϕϕ ∈
Ĥ12 (R

2), by density (see Remark VIII.3.4). Therefore we may use v as the test
function in 3.22 and get (recall that (v, ∂v∂x1 ) = 0 by the density argument)

C‖∇v‖22 + δ‖v‖22 ≤ 0

i.e. v = 0 in Ĥ12 (R
2). Therefore

(p,∇ · ψψψ) = 0 ∀ψψψ ∈ C∞
0 (R

2) ,

which implies p = const and τ = πδ + const in R
2.

2

Remark 3.5 Assuming more regularity about f and g we easily get

‖∇πδ‖ 2q
2−q

≤ C(‖f‖ 2q
2−q
+ ‖∇g‖ 2q

2−q
+ β‖g‖ 2q

2−q
+ δ‖g‖q) . (3.23)

This follows from the fact that ξk
|ξξ|2 satisfies the assumptions of Theorem II.3.3

with β = 1
2 .

The next step consists in proving the existence of a generalized solution to
(3.17). We call uδ 2–generalized solution to (3.17) if the conditions (i)–(iv) from
Definition 3.1 are satisfied with uδ, q = 2 and

aµ(u
δ, ϕϕϕ) + β

(∂uδ

∂x1
, ϕϕϕ
)
+ δ(uδ, ϕϕϕ) = 〈f , ϕϕϕ〉 (3.24)

holds for all ϕϕϕ ∈ 0D(Ω).
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Lemma 3.3 Let Ω be a locally lipschitzian, exterior domain of R
2 and let

f ∈ D−1,2
0 (Ω) ,u∗ ∈W

1
2
,2(∂Ω) .

Let moreover ∫

∂Ω
u∗ · ndS = 0 .

Then ∀δ ∈ (0, 1] there exists a generalized solution uδ to the problem (3.17).
We have

δ‖uδ‖2 + ‖u‖2,ΩR
+ |u|1,2 ≤ c1(|f |−1,2 + (1 + β)‖u∗‖ 1

2
,2,(∂Ω)) (3.25)

with c1 = c1(R,Ω). Moreover, denoting pδ the associated pressure field, then

‖pδ‖2,ΩR/R ≤ c2(|f |−1,2 + (1 + β)|uδ|1,2) (3.26)

for all R > diamΩc, c2 = c2(R,Ω).

Proof: The proof is analogous to the proof of Theorem 3.3; we only cannot
extend u∗ with nonzero flux over the boundary to a square integrable function;
the extension would behave like 1

|x| for |x| sufficiently large, see also Remark
VIII.3.3. Therefore we must assume the condition (3.6) to be satisfied.
We search the solution in the form

uδ = vδ +wδ

with vδ a divergence free extension of u∗ with bounded support in Ω and
wδ ∈ Ĥ12 (Ω), solution to

aµ(w
δ, ϕϕϕ) + β

(∂wδ

∂x1
, ϕϕϕ
)
+ δ(wδ, ϕϕϕ) = 〈F, ϕϕϕ〉 ∀ϕϕϕ ∈ 0D(Ω) (3.27)

with F = f −A(vδ)−β ∂
∂x1
vδ− δvδ. Applying the Lax–Milgram theorem in the

same manner as in the proof of Theorem 3.3 we get the existence of a unique
solution to (3.27). Moreover, using the properties of vδ we also have

δ‖wδ‖2 + |wδ|1,2 ≤ C(|f |−1,2 + (1 + β)‖u∗‖ 1
2
,2,(∂Ω)) .

Again, as in Theorem 3.3, we get estimates (3.25) and (3.26). We finish the
proof by verifying the condition (iv) from Definition 3.1. Actually we have for
δ > 0 that uδ ∈W 1,2(Ω) and so, putting |x| = r and

J (r) =
∫ 2π

0
|uδ(r, θ)|2dθ , r > diamΩc ,

we recover

J (r) ∈ L1(1,∞) , dJ
dr

∈ L1(1,∞)

which implies limr→∞ J (r) = 0.

2
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Lemma 3.4 Let Ω be locally lipschitzian, f , u∗ satisfy the hypothesis of Lemma
3.3 and further, let f ∈ Lq(Ω), 1 < q < 3

2 . Then the solution u
δ from the

preceding lemma satisfy in addition for all R > diamΩc

uδ ∈ D2,q(ΩR) ∩D1,
3q
3−q (ΩR) ∩ L

3q
3−2q (Ω)

πδ ∈ D1,q(ΩR)

uδ2 ∈ D1,q(Ω) ∩ L
2q
2−q (Ω)

∂uδ1
∂x1

∈ Lq(Ω)

along with the estimate

β(‖uδ2‖ 2q
2−q
+ |uδ2|1,q +

∥∥∥
∂uδ1
∂x1

∥∥∥
q
) + min{1, β 23 }|u|1, 3q

3−2q
+

+β
1
3 |uδ|1, 3q

3−q
,ΩR + |uδ|2,q,ΩR + |pδ|1,q,ΩR ≤

≤ C(‖f‖q + |f |−1,2 + (1 + β)2‖u∗‖ 1
2
,2,(∂Ω))

(3.28)

with C = C(q,Ω, β).

Proof: We take η = ηR
2
the usual cut–off function with R > 2 diamΩc and

setting
U = (1− η)uδ

P = (1− η)pδ

we have that

A(U) + β
∂U

∂x1
+ δU+∇P = F

∇ ·U = G



 in R

2 (3.29)

with

F = (1− η)f −A(η)uδ + 2∇η∇uδ − 2µ ∂η
∂x1

∂uδ

∂x1
− βuδ

∂η

∂x1
− pδ∇η

G = −uδ · ∇η .

As 1 < q < 3
2 , we easily see

‖F‖q ≤ C[‖f‖q + (1 + β)‖uδ‖1,2,ΩR
+ ‖pδ‖2,ΩR

]

‖G‖q ≤ C‖uδ‖2,ΩR

|G|1,q ≤ C‖u‖1,2,ΩR

|G|−1,q ≤ C[|uδ‖2,ΩR
+ ‖u∗‖ 1

2
,2,(∂Ω)] .

The last estimate follows from the fact that
∫
∂Ω u∗ · ndS = 0 and therefore

there exists w ∈W 1,2(Ωc) such that ∇·w = 0 in Ωc, w = u∗ at ∂Ωc = ∂Ω (see
Lemma VIII.3.1) and denoting

u =

{
u in Ω

w in Ωc
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we see that w ∈W 1,2(BR(0)) for any R > 0 and

|〈G,ϕ〉| =
∣∣∣
∫

R
N
∇ · (uη)ϕdx

∣∣∣ ≤
≤ C‖u‖2,BR(0)‖∇ϕϕϕ‖q′ ≤ C(‖u‖2,ΩR

+ ‖u∗‖ 1
2
,2,(∂Ω))‖∇ϕ‖q′

for any ϕ ∈ C∞
0 (R

N ). Therefore we get

U ∈ D1,q0 (R
2) ∩D2,q0 (R2) ∩D

1, 3q
3−q

0 (R2) ∩ L
3q
3−2q (R2)

U2 ∈ D1,q0 (R
2) ∩ L

2q
2−q (R2)

∂U1
∂x1

∈ Lq(R2)

P ∈ D1,q(R2) ,

U, P satisfy the estimate corresponding to (3.20). We finish the proof by recal-
ling that

‖uδ‖ 2q
2−q

,ΩR
+ |uδ2|1,q,ΩR

+
∥∥∥
∂uδ1
∂x1

∥∥∥
q,ΩR

+ ‖uδ‖ 3q
3−2q

,ΩR
≤ C‖uδ‖1,2,ΩR

.

2

Combining Lemmas 3.3 and 3.4 we are in a position to prove

Theorem 3.4 Let Ω be a twodimensional exterior locally lipschitzian domain.
Then for

f ∈ D−1,2
0 (Ω) ∩ Lq(Ω) , 1 < q <

3

2
u∗ ∈W

1
2
,2(∂Ω)

there exists a generalized solution u to (3.1). Moreover, for all R > diamΩc we
have

u ∈ D2,q(ΩR) ∩D1,
3q
3−q (ΩR) ∩ L

3q
3−2q (Ω)

p ∈ D1,q(ΩR) ∩ L2(ΩR)
u2 ∈ D1,q(Ω) ∩ L

2q
2−q (Ω)

∂u1
∂x1

∈ Lq(Ω)

with p, the pressure associated to u by Lemma 3.1. Finally we have

‖u‖2,ΩR
+ |u|1,2 + β

(
‖u2‖ 2q

2−q
+ |u2|1,q +

∥∥∥
∂u1
∂x1

∥∥∥
q

)
+min{1, β 23 }|u|1, 3q

3−2q
+

+β
1
3 |u|1, 3q

3−q
,ΩR + |u|2,q,ΩR + |p|1,q,ΩR + |p|2,ΩR/R ≤ (3.30)

≤ C(‖f‖q + (1 + β)|f |−1,2 + (1 + β)2‖u∗‖ 1
2
,2,(∂Ω))

with C = C(q,Ω, R).
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Proof: We have that for all δ > 0 the functions uδ satisfy

aµ(u
δ, ϕϕϕ) + β

(∂uδ

∂x1
, ϕϕϕ
)
+ δ(uδ, ϕϕϕ) = 〈f , ϕϕϕ〉 ∀ϕϕϕ ∈ 0D(Ω) .

From (3.25) and (3.28) we see that there exists at least subsequence such that

∇uδ ⇀ ∇u in L2(Ω)

uδ ⇀ u in L
3q
3−2q (Ω)

δuδ → 0 in L2(Ω)

and

aµ(u, ϕϕϕ) + β
( ∂u
∂x1

, ϕϕϕ
)
= 〈f , ϕϕϕ〉 ∀ϕϕϕ ∈ 0D(Ω) ,

i.e. the condition (v) from Definition 3.1 is satisfied. The estimates (3.25) and
(3.28), thanks to the weak compactness of Lr(Ω), remain satisfied and we get
(3.30). We easily observe that u is divergence free and assumes the value u∗ at
∂Ω in the sense of traces. It remains to verify the property (iv) from Definition
3.1. We shall prove even something more; namely that

lim
|x|→∞

u(x) = 0 . (3.31)

We have that u ∈ D2,q(ΩR), 1 < q < 3
2 and therefore u ∈ D

1, 2q
2−q (ΩR). Thus

u ∈ D1,
2q
2−q (ΩR) ∩ L

3q
3−2q (ΩR)

and (3.31) follows from Theorem VIII.1.17 and Remark VIII.1.11.

2

Corollary 3.2 Let u∗ and Ω satisfy the hypothesis of Theorem 3.4. Moreover,
let f ∈ C∞

0 (Ω). Then the solution, constructed in Theorem 3.4, has the following
decay properties for |x| sufficiently large:

|Dαu(x)| ≤ C|x|−
1+|α|
2 (1 + s(x))−

1+|α|
2 |α| ≥ 0

|Dαp(x)| ≤ C|x|−1−|α| |α| > 0 .
(3.32)

Remark 3.6 We can add to p such a constant that (3.32)2 holds also for
|α| = 0.

Proof: From Theorem 3.1 we know that our solution, constructed in Theo-
rem 3.4, is infinitely times continuously differentiable in Ω. Recall that we have

constructed the solution in such a way that u ∈ L
3q
3−2q (Ω), ∇u ∈ L2(Ω) and

p ∈ L2loc(Ω). The couple (U, P ) ∈ C∞(Ω), U = u(1− η), P = p(1− η), η as in
Theorem 3.2, is a 2–weak solution to

A(U) + β
∂U

∂x1
+∇P = F

∇ ·U = G
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with F, G as in (3.15). ClearlyU ∈ L
3q
3−2q (R2), ∇U ∈ L2(R2) and P ∈ L2loc(R

2).
Theorem 2.1 guarantees existence of another solution (W,Π) such thatW and
∇W have the same integrability as U and ∇U, respectively. So, due to Lemma
2.3 U =W and P = Π− a.
We take p(1) = p+a and denote P (1) = (1−η)p(1). Then the couple (U, P (1))

solves the system

A(U) + β
∂U

∂x1
+∇P (1) = F(1)

∇ ·U = G
(3.33)

with F(1) = F− a∇η. Evidently, (U, P (1)) coincides with the solution to (3.33)
constructed in Theorem 2.1 and therefore, by Corollary 2.1 we get the asympto-
tic properties of (U, P (1)). As (u, p(1)), solution constructed in Theorem 3.4,
coincides with it outside B2R(0), we get (3.32).

2

We finish this subsection by proving the following uniqueness result.

Theorem 3.5 Let Ω be an exterior domain13 of class C2 in R
N , N = 2, 3. Let

1 < q < N +1. Then there exists at most one q–generalized solution to (3.1) in
the sense of Definition 3.1.

Proof: Let (u1, p1) and (u2, p2) be two different q–generalized solutions to
(3.1) with the same data. Denoting v = u1−u2, π = p1−p2 we have that (v, p)
is a generalized solution to

A(v) + β
∂v

∂x1
+∇p = 0

∇ · v = 0
v = 0 at ∂Ω .

Applying Theorem 3.1 we have that v, p ∈ C∞(Ω). Proceeding as in the proof
of Corollaries 3.1 and 3.2 and using that ∇v ∈ Lq(Ω) and v tends to 0 in the
sense of Definition 3.1 (iv) we have that v satisfies the decay properties (3.13)
and (3.32), respectively. So we have that u ∈ Lp(ΩR) ∀p > 2 (N = 3) or ∀p > 3
(N = 2). Due to Theorem 3.2 we have v = 0 and p = const.

2

III.3.3 Estimates in Lq–spaces

In this subsection, we shall study once more the solution obtained in the last
two subsections and we shall extend the existence theorems to more general
situations.

Theorem 3.6 Let Ω be an exterior domain of class Cm+2, m ≥ 0. Let N = 2, 3
and

f ∈Wm,q(Ω) ,u∗ ∈W
m+2− 1

q
,q(∂Ω) , 1 < q <

N + 1

2
.

13if q ≥ 2, then it is sufficient to take Ω ∈ C0,1, see Remark 3.2
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Then there exists one and only one solution (u, p) to the Oseen problem (3.1)
such that

u ∈Wm,s2(Ω)
⋂{ m⋂

l=0

Dl+1,s1(Ω)
⋂
Dl+2,q(Ω)

}

p ∈
m⋂

l=0

Dl+1,q(Ω)

with s1 =
(N+1)q
N+1−q , s2 =

(N+1)q
N+1−2q . If N = 2, then also

u2 ∈W
m, 2q
2−q (Ω)

⋂{ m⋂

l+0

Dl+1,q(Ω)
}
.

Moreover

a1‖u‖m,s2 + β
∥∥∥
∂u

∂x1

∥∥∥
m,q
+

m∑

l=0

[a2|u|l+1,s1 + |u|l+2,q + |p|l+1,q] ≤

≤ C(‖f‖m,q + ‖u∗‖m+2− 1
q
,q,(∂Ω))

(3.34)

and if N = 2,

β(‖u2‖m, 2q
2−q
+ ‖∇u2‖m+1,q) + a1‖u‖m,s2 + β

∥∥∥
∂u1
∂x1

∥∥∥
m,q
+

+
m∑

l=0

[a2|u|l+1,s1 + |u|l+2,q + |p|l+1,q] ≤

≤ C(‖f‖m,q + ‖u∗‖m+2− 1
q
,q,(∂Ω))

(3.35)

with a1 = min{1, β
2

N+1 }, a2 = min{1, β
1

N+1 }. The constant c depends on m, q,
N , Ω and β. However, for q ∈ (1, N2 ) and β ∈ (0;B] for some B > 0, c depends
only on m, q, N , Ω and B.

Proof: The uniqueness part follows easily from Theorem 3.5 as q < N+1
2

implies s1 < N +1. In order to prove the existence part, let us start to consider
the problem (3.1) with data

f ∈ C∞
0 (Ω) ,u∗ ∈W

m+2− 1
q
,q(∂Ω) , 1 < q <∞ .

Combining Theorems 3.1, 3.3 and 3.4 with Corollaries 3.1 and 3.2 we may
construct a solution (u, p) such that

u ∈Wm+2,q
loc (Ω) ∩ C∞(Ω) , p ∈Wm+1,q

loc (Ω) ∩ C∞(Ω)

and (u, p) have at large distances the asymptotic properties as the fundamental
Oseen tensor and ∇E , respectively.
Let η be the usual cut–off function equal one in ΩR

2
and zero in ΩR, R >

2 diamΩc. Denoting U = u(1− η), P = p(1− η) we get that

A(U) + β
∂U

∂x1
+∇P = F

∇ ·U = G
(3.36)
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with

F = (1− η)f + 2∇u∇η − 2µ ∂u
∂x1

∂η

∂x1
− uA(η)− βu

∂η

∂x1
− p∇η

G = −u · ∇η .
(3.37)

As F, G ∈ C∞
0 (R

N ), there exists (w, τ) such that (see Theorem 2.1)

w ∈
m⋂

l=0

Dl+2,q(RN ) , τ ∈
m⋂

l=0

Dl+1,q(RN )

w ∈
m⋂

l=0

Dl+1,s1(RN ) , s1 =
(N + 1)q

N + 1− q
, 1 < q < N + 1

w ∈
q⋂

l=0

Wm,s2(RN ) , s2 =
(N + 1)q

N + 1− 2q , 1 < q <
N + 1

2
.

Moreover, due Corollary 2.1, (w, τ) have the asymptotic structure of the funda-
mental Oseen solution (see (2.38)). As U and P coincide with u and p outside
BR(0), respectively, we have the same structure for U and P and therefore,
applying Lemma 2.3 together with the integrability properties of U and w, we
get w = U and τ = P + a, a ∈ R. Theorem 2.1 yields

β
2

N+1 |u|l,s2,ΩR + β
1

N+1 |u|l+1,s1,ΩR + β
∣∣∣
∂u

∂x1

∣∣∣
l,q,ΩR

+ |u|l+2,q,ΩR+

+|p|l+1,q,ΩR ≤ C(|f |l,q + (1 + β)|u|l,q,ΩR
+ |u|l+1,q,ΩR

+ |p|l,q,ΩR
)

(3.38)

with s1, s2 defined above, and if N = 2

β
2
3 |u|l, 3q

3−2q
,ΩR + β

1
3 |u|l+1, 3q

3−q
+ |u|l+2,q,ΩR + |p|l+1,q,ΩR+

+β
(∣∣∣
∂u1
∂x1

∣∣∣
l,q,ΩR

+ |u2|l+1,q,ΩR + |u2|l, 2q
2−q

,ΩR

)
≤

≤ C(|f |l,q + (1 + β)|u|l,q,ΩR
+ |u|l+1,q,ΩR

+ |p|l,q,ΩR
) .

(3.39)

We shall now estimate u, p in ΩR. From Theorem VIII.5.4 (the term β ∂u
∂x1
is

put on the right hand side) we can get applying Corollary VIII.1.2

‖u‖m+2,q,ΩR
+ ‖p‖m+1,q,ΩR

≤ C
[
‖f‖m,q,Ω2R + ‖u∗‖m+2− 1

q
,q,(∂Ω)+

+β
∥∥∥
∂u

∂x1

∥∥∥
m,q,Ω2R

+ ‖u‖m+2− 1
q
,q(∂B2R)

+ ‖p‖q,Ω2R + ‖v‖q,Ω2R
]
.

(3.40)

From the trace theorem (see Theorem VIII.1.6) we easily get

‖u‖m+2− 1
q
,q(∂B2R)

≤ C(|u|m+2,q,ΩR + ‖u‖m+1,q,Ω2R) . (3.41)

As (N+1)qN+1−kq <
Nq

N−kq , k = 1, 2, N ≥ 2, we have from the imbedding theorem (see
Theorem VIII.1.2)

‖u‖m,s2,ΩR
+

m∑

l=0

|u|l+1,s1,ΩR
≤ C‖u‖m+2,q,ΩR

(3.42)
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and for N = 2, also
‖u‖m, 2q

2−q
,ΩR

≤ C‖u‖m+1,q,ΩR
. (3.43)

Collecting (3.38)–(3.43) yields

a1‖u‖m,s2,Ω + β
∥∥∥
∂u

∂x1

∥∥∥
m,q,Ω

+
m∑

l=0

[a2|u|l+1,s1,Ω+

+|u|l+2,q,Ω + |p|l+1,q,Ω] ≤ C(‖f‖m,q,Ω+
+‖u∗‖m+2− 1

q
,q,(∂Ω) + (1 + β)‖u‖m+1,q,Ω2R + ‖p‖m,q,Ω2R)

(3.44)

and for N = 2

β(‖u2‖m, 2q
2−q

,Ω + ‖∇u2‖m+1,q,Ω + a1‖u‖m, 3q
3−2q

,Ω + β
∥∥∥
∂u

∂x1

∥∥∥
m,q,Ω

+

+
m∑

l=0

[a2|u|l+1, 3q
3−q

,Ω + |u|l+2,q,Ω + |p|l+1,q,Ω] ≤

≤ C(‖f‖m,q,Ω + ‖u∗‖m+2− 1
q
,q,(∂Ω) + (1 + β)‖u‖m+1,q,Ω2R + ‖p‖m,q,Ω2R)

(3.45)

with a1 = min{1, β
2

N+1 }, a2 = min{1, β
1

N+1 }, s1 = (N+1)q
N+1−q , s2 =

(N+1)q
N+1−2q .

Applying several times the interpolation inequality (see Theorem VIII.1.11) we
have for ε sufficiently small

‖p‖m,q,Ω2R ≤ C‖p‖
1

m+1

q,Ω2R
‖p‖

m
m+1

m+1,q,Ω2R
≤ ε‖p‖m+1,q,Ω2R + c(ε)‖p‖q,Ω2R . (3.46)

After modifying p by a suitable constant, we have also from Theorem VIII.5.3
(recall that Lq(Ω2R) →֒ D−1,q(Ω2R))

‖p‖q,Ω2R ≤ C((1 + β)‖u‖1,q,Ω2R + ‖f‖q) . (3.47)

and so (3.44)–(3.47) yield

a1‖u‖m,s2,Ω + β
∥∥∥
∂u

∂x1

∥∥∥
m,q,Ω

+

+
m∑

l=0

[a2|u|l+1,s1,Ω + |u|l+2,q,Ω + |p|l+1,q,Ω] ≤

≤ C(‖f‖m,q + ‖u∗‖m+2− 1
q
,q,(∂Ω) + (1 + β)‖u‖m+1,q,Ω2R)

(3.48)

and for N = 2

β(‖u2‖m, 2q
2−q

,Ω + ‖∇u2‖m+1,q,Ω + a1‖u‖m, 3q
3−2q

,Ω + β
∥∥∥
∂u

∂x1

∥∥∥
m,q,Ω

+

+
m∑

l=0

[a2|u|l+1, 3q
3−q

,Ω + |u|l+2,q,Ω + |p|l+1,q,Ω] ≤

≤ C(‖f‖m,q + ‖u∗‖m+2− 1
q
,q,(∂Ω) + (1 + β)‖u‖m+1,q,Ω2R)

(3.49)

with a1, a2, s1 and s2 defined above.
We are now looking for an inequality of the type

‖u‖m+1,q,Ω2R ≤ C(‖f‖m,q,Ω + ‖u∗‖m+2− 1
q
,q,(∂Ω))
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for a constant independent of u, u∗ and f . We show this by a contradiction

argument. Let {fk} ⊂ C∞
0 (Ω), {u∗}k ⊂ W

m+2− 1
q
,q(∂Ω) be such that, denoting

by (uk, pk) the corresponding solution to the Oseen problem with data fk, (u∗)k,
we have

‖fk‖m,q,Ω + ‖(u∗)k‖m+2− 1
q
,q,(∂Ω) ≤

1

k
, ‖uk‖m+1,q,Ω2R = 1 . (3.50)

Now, let k → ∞. From (3.48) we have that uk is bounded in Ls2(Ω)∩D1,s1(Ω),
∇2uk in Wm,q(Ω) and pk in D1,q(Ω). Therefore, at least for a chosen sub-
sequence, uk ⇀ u in Ls2(Ω) ∩D1,s1(Ω) ∩D2,q(Ω), pk ⇀ p ∈ D1,q(Ω) and u is
a s1–weak solution to the modified Oseen problem (3.1) with f = 0. Moreover,
uk → u in Wm+1,q(Ω2R) and therefore u assumes the zero trace at ∂Ω, i.e.
u is a s1–weak solution to (3.1) with zero data. Applying Theorem 3.2 we see
that u = 0 and p is a constant. But uk → u ∈ Wm+1,q(Ω2R) and we get a
contradiction to ‖uk‖m+1,q,Ω2R = 1. Therefore, (3.34) and (3.35) are shown.
Unfortunately, the constants in (3.34) and (3.35) depend apriori on β. We

shall show that if N = 3 and q ∈ (1, 32), the constant can be taken independent
of β. Let β ∈ (0, B], B > 0. Let the constant be dependent on β. Then there

exists sequence {fk} ⊂ C∞
0 (Ω), {u∗}k ⊂ W

m+2− 1
q
,q(∂Ω) and βk ∈ (0;B] such

that

A(uk) + βk
∂uk
∂x1
+∇pk = fk

∇ · uk = 0
uk = (u∗)k at ∂Ω

and

‖fk‖m,q,Ω + ‖(u∗)k‖m+2− 1
q
,q,(∂Ω) ≤

1

k
, ‖uk‖m+1,q,Ω2R = 1 .

So, there exists β ≥ 0 such that βk → β, at least for a chosen subsequence.
If β > 0, we can deduce as above uk ⇀ u, pk ⇀ p and u = 0, p = const,

yielding a contradiction.
If β = 0, we can no longer proceed as above as a1, a2 → 0 and we cannot

control the norms of u in Ls2(Ω) ∩D1,s1(Ω). Nevertheless, as for each fixed k
uk and ∇uk tend to zero uniformly (see Theorem VIII.1.17, q < N

2 ), we have
for 1 < q < 3

2
‖uk‖ 3q

3−2q
≤ C‖∇2uk‖q ≤M .

We proceed as above and get that there exists u ∈ L
3q
3−2q (Ω) and∇u ∈ L

3q
3−q (Ω),

uk ⇀ u in L
3q
3−2q (Ω)∩D1,

3q
3−q (Ω)∩D2,q(Ω), pk ⇀ p in D1,q(Ω) and (u, p) solves

the modified Stokes problem

A(u) +∇p = 0
∇ · u = 0

u = 0 at ∂Ω

in the weak sense. Recalling that q < N
2 , we get from Corollary VIII.5.4 u = 0,

p = const and we get as above a contradiction. In order to finish the proof for
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general f ∈Wm,q(Ω) only, we use the standard density argument.

2

Next we consider weak solutions to (3.1) in the sense of Definition 3.1. We
have the following

Theorem 3.7 Let Ω ⊂ R
N be an exterior domain of class C2. Moreover, let

f ∈ D−1,q
0 (Ω), u∗ ∈ W

1− 1
q
,q(∂Ω), N

N−1 < q < N + 1. Then there exists exactly
one q–generalized solution to (3.1). Furthermore

u ∈ Ls2(Ω) , s2 =
(N + 1)q

N + 1− q
p ∈ Lq(Ω)

and if N = 2
u2 ∈ Lq(Ω) .

Finally
a2‖u‖s2 + |u|1,q + ‖p‖q ≤ C(|f |−1,q + ‖u∗‖1− 1

q
,q,(∂Ω)) (3.51)

and if N = 2

β‖u2‖q + a2‖u‖ 3q
3−q
+ |u|1,q + ‖p‖q ≤ C(|f |−1,q + ‖u∗‖1− 1

q
,q,(∂Ω)) (3.52)

with c = c(N, q,Ω, β) and a2 = min{1, β
1

N+1 }. If N = 3 and q ∈ (32 ; 3), then for
β ∈ (0;B] the constant c depends only on N , q, Ω and B.

Proof: We start with f ∈ C∞
0 (Ω), u∗ ∈ W

1− 1
q
,q(∂Ω) ∩W 1

2
,2(∂Ω). Due to

Theorems 3.4 and 3.3 there exists (u, p), the unique solution to (3.1). Moreover,
due to Corollaries 3.1 and 3.2 and Theorem VIII.5.4

u ∈W 1,q
loc (Ω)

⋂
C∞(Ω)

p ∈ Lqloc(Ω)
⋂
C∞(Ω) .

We proceed as in the proof of Theorem 3.6. Let ψ be a cut–off function with
support in B

R
2 (0), ψ ≡ 1 ∈ BR(0) with R > 2 diamΩc. Then

w = ψu

π = ψp

solves in R
N (3.36)–(3.37) and satisfies (due to the uniqueness, see Lemma 2.3)

β
1

N+1 ‖w‖s + |w|1,q + ‖π‖q ≤ C(|F|−1,q + β|g|−1,q + ‖g‖q) ,

N ≥ 2, s = (N+1)q
N+1−q

β‖w2‖q + β
1
3 ‖w‖ 3q

3−q
+ |w|1,q + ‖π‖q ≤ C(|F|−1,q + β|g|−1,q + ‖g‖q) ,
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N = 2 (see Theorem 2.2). As q > N
N−1 , we have

14

|F|−1,q + β|g|−1,q + ‖g‖q ≤ C(|f |−1,q + (1 + β)‖u‖q,ΩR
+ ‖p‖−1,q,ΩR

)

and so

β
1

N+1 ‖u‖s,ΩR + |u|1,q,ΩR + ‖π‖q,ΩR ≤
≤ C(|f |−1,q + β‖u‖q,ΩR

+ ‖p‖−1,q,ΩR
) , (N ≥ 2)

β‖u2‖q,ΩR + β
1
3 ‖u‖ 3q

3−q
,ΩR + |u|1,q,ΩR + ‖p‖q,ΩR ≤

≤ C(|f |−1,q + (1 + β)‖u‖q,ΩR
+ ‖p‖−1,q,ΩR

) , (N = 2) .

Next, we have ”near the boundary” (see Theorem VIII.5.5)

‖u‖1,q,ΩR
+ ‖p‖q,ΩR

≤ C(|f |−1,q + ‖u∗‖1− 1
q
,q,(∂Ω)+

+(1 + β)‖u‖q,ΩR
+ ‖p‖−1,q,ΩR

+ ‖u‖1− 1
q
,q(∂BR)

) ,

where the obvious inequality

‖f‖−1,q,ΩR
≤ |f |−1,q

was used. As ‖u‖1− 1
q
,q,(∂BR)

≤ C‖u‖1,q,ΩR
2R
, we easily get due to the fact that

‖u‖s,ΩR
≤ C‖u‖1,q,ΩR

a2‖u‖s,Ω + |u|1,q,Ω + ‖π‖q,Ω ≤
≤ C(|f |−1,q + ‖u∗‖1− 1

q
,q,(∂Ω) + (1 + β)‖u‖q,ΩR

+ ‖p‖−1,q,ΩR
) , (N ≥ 2)

β‖u2‖q,Ω + a2‖u‖ 3q
3−q

,Ω + |u|1,q,Ω + ‖p‖q,Ω ≤
≤ C(|f |−1,q + ‖u∗‖1− 1

q
,q,(∂Ω) + (1 + β)‖u‖q,ΩR

+ ‖p‖−1,q,ΩR
) , (N = 2) .

We finish the proof by arguing as in Theorem 3.6; thanks to the uniqueness of
solution to the Oseen problem

‖u‖q,ΩR
+ ‖p‖−1,q,ΩR

≤ C(|f |−1,q + ‖u∗‖1− 1
q
,q,(∂Ω)) .

Finally, if q ∈ (32 , 3), the constant c can be taken independent of β as

‖u‖ Nq
N−q

≤ C|u|1,q

and in this case and we may apply Theorem VIII.5.7.

2

14e.g. (recall q′ < N)

‖∇u∇η‖−1,q = sup
ϕ∈D

1,q′

0
(RN )

∣∣ ∫
RN ∇u∇ηϕdx

∣∣ ≤
≤ sup

ϕ∈D
1,q′

0
(RN )

C‖u‖q‖ϕ‖1,q′,BR(0) ≤ C‖u‖q .
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III.4 Integral representation of solutions

The most important tool in the weighted estimates of solutions to the modified
Oseen problem will be their integral representation. For our purpose, we can
directly assume the right hand side in the divergence form, i.e. we study the
following problem

A(u) + β
∂u

∂x1
+∇p = ∇ · GG

∇ · u = 0



 in Ω

u = u∗ at ∂Ω

u→ 0 as |x| → ∞ .

(4.1)

Let us assume for a moment that GG ∈ C∞
0 (Ω), the domain Ω ∈ C0,1 and

u∗ satisfy such conditions that there exists a unique solution to (4.1), e.g. u∗ ∈
W

1
2
,2(∂Ω). We first show the integral representation for such right hand sides.

The standard density argument enables us later on to weaken the assumptions
on GG.
Let us denote

Tij(u, p) =
(∂ui
∂xj
+
∂uj
∂xi

)
− pδij − µδ1j

∂ui
∂x1

. (4.2)

We easily see that (4.1)1 can be rewritten as

−∇ ·T(u, p) + β ∂u
∂x1
= ∇ · GG , (4.3)

where we used the fact that u is divergence free.
Let D be a bounded domain in R

N . We easily get for u, v smooth divergence
free vector fields and p, π smooth scalar fields

∫

D

(
∇ ·T(u, p)− β

∂u

∂y1

)
· vdy = −

∫

D

(
T(u, p) : ∇v − βu · ∂v

∂y1

)
dy+

+
∫

∂D
(v ·T(u, p) · n− βu · vn1)dyS

∫

D

(
∇ ·T(v,−π) + β ∂v

∂y1

)
· udy = −

∫

D

(
T(v,−π) : ∇u− βu · ∂v

∂y1

)
dy+

+
∫

∂D
u ·T(v,−π) · ndyS ,

(4.4)
where n1 = n · e1 is the first component of the outer normal to D.
Recalling that for divergence free smooth vector fields

∫

D
(T(u, p) : ∇v −T(v,−π) : ∇u)dy = 0 ,

we get from (4.4)
∫

D

[(
∇ ·T(u, p)− β

∂u

∂y1

)
· v −

(
∇ ·T(v,−π) + β ∂v

∂y1

)
· u
]
dy =

=
∫

∂D
(v ·T(u, p)− u ·T(v,−π)− βu · ve1) · ndyS .

(4.5)
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We take in particular

D = Ω(ε,x)R = ΩR \ {y; |x− y| < ε} , ε < dist(x, ∂Ω)
v(y) = wj(x− y) = (Oµ

1j(x− y;β), . . . ,Oµ
Nj(x− y;β))

π(y) = ej(x− y) =
∂E
∂xj
(x− y) ,

j = 1, 2, . . . , N . Then T(v,−π)(y) = −T(wj , ej)(x− y), ∂D = ∂Ω∪ ∂BR(0)∪
∂Bε(x). Moreover ∂

∂yk
Tik(wj , ej)(x− y)− β

∂wj

∂y1
= δijδx, where the derivatives

are assumed in the sense of distribution, δx is the Dirac distribution supported
at the point x . Moreover, let (u, p) satisfy (4.3). Then

∫

Ω
(ε,x)
R

−(∇ · GG(y)) ·wj(x− y)dy =

=
∫

∂Ω∪∂BR(0)∪∂Bε(x)

(
wj(x− y) ·T(u, p)(y)+

+u(y) ·T(wj , ej)(x− y)− βu(y) ·wj(x− y)e1
)
· n(y)dyS .

(4.6)

We shall first pass with ε → 0+. Due to the properties of wj = {Oµ
ij}Ni=1

(see Theorem 1.2), the integral on the left hand side converges to the integral
over ΩR. Next, let us regard the surface integral over ∂Bε(x).
Due to Theorem 1.2 we easily check that for any smooth functions (u, p)

lim
ε→0+

∫

∂Bε(x)

(
wj(x−y)·T(u, p)(y)−βu(y)·wj(x−y)e1

)
·n(y)dyS = 0 . (4.7)

Due to the definition of the fundamental solution we have for any smooth
vector u (see also Subsection II.1.1 for N = 2)

uj(x) = lim
ε→0+

∫

∂Bε(x)

(∂Oµ
ij(x− y)
∂ny

−

−µ
∂Oµ

ij(x− y)
∂y1

n1(y) + ej(x− y)ni(y)
)
ui(y)dyS .

(4.8)

Therefore

lim
ε→0+

∫

∂Bε(x)
u(y) ·T(wj , ej)(x− y)n(y)dyS =

= −uj(x)− lim
ε→0+

∫

∂Bε(x)

∂Oµ
kj(x− y)
∂yi

ui(y)nk(y)dyS .
(4.9)

Let us check that the limit on the right hand side of (4.9) is equal to zero. Let
u be smooth, divergence free vector field with compact support in R

N . Then
due to the asymptotic properties of OOOµ

0 =
∫

R
N

∂2ui(y)

∂yi∂yk
Oµ
kj(x− y)dy = −

∫

R
N

∂ui(y)

∂yk

∂Oµ
kj(x− y)
∂yi

dy =

= − lim
ε→0+

[ ∫

∂Bε(x)
ui(y)

∂Oµ
kj(x− y)
∂yi

nk(y)dyS−

−
∫

Bε(x)
ui(y)

∂2Oµ
kj(x− y)
∂yi∂yk

(x− y)dy
]
=

= − lim
ε→0+

∫

∂Bε(x)
ui(y)

∂Oµ
kj(x− y)
∂yi

nk(y)dyS .
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Therefore (4.9) implies

uj(x) = − lim
ε→0+

∫

∂Bε(x)
u(y) ·T(wj , ej)(x− y)n(y)dyS

and combining this with (4.7)

uj(x) =
∫

ΩR

Oµ
ij(x− y;β)

∂

∂yk
Gik(y)dy+

+
∫

∂Ω

[
ui(y)Tik(OOOµ

·j , ej)(x− y;β)− βOµ
ij(x− y;β)ui(y)δ1k+

+Oµ
ij(x− y;β)Tik(u, p)(y)

]
nk(y)dS +

+
∫

∂BR(0)

[
ui(y)Tik(OOOµ

·j , ej)(x− y;β)− βOµ
ij(x− y;β)ui(y)δ1k+

+Oµ
ij(x− y;β)Tik(u, p)(y)

]
nk(y)dS .

(4.10)

Now let x ∈ R
N , N = 2, 3 be fixed. We want to pass with R → ∞ and show

that the boundary terms over ∂BR(0) tend to zero. As GG ∈ C∞
0 (Ω), we may use

Corollaries 3.1 and 3.2, together with the properties of Oµ
ij . We have

u(y) ∼ Oµ
ij(x− y; 1) ∼ R−N−1

2 (1 + s(y))−
N−1
2

∇u(y) ∼ ∇Oµ
ij(x− y; 1) ∼ R−N

2 (1 + s(y))−
N
2

p(y) ∼ ej(x− y) ∼ R−N+1

for R = |y| sufficiently large. We get
∫

∂BR

|βOµ
ij(x− y)ui(y)nj(y)|dS ∼

∫
RN−1

RN−1(1 + s(Rω))N−1dω ∼ R−N−1
2 → 0

for R→ ∞, see Lemma II.3.2. Analogously, even easier, we may show that also
the other terms vanish for R→ ∞. Therefore

Theorem 4.1 Let Ω ∈ C0,1, an exterior domain, GG ∈ C∞
0 (Ω) and (u, p) be the

unique solution to the Oseen problem (4.1). Let T be defined in (4.2). Then

uj(x) =
∫

Ω

∂

∂xk
Oµ
ij(x− y;β)Gik(y)dy+

+
∫

∂Ω

[
ui(y)Tik(OOOµ

·j , ej)(x− y;β)− βOµ
ij(x− y;β)ui(y)δ1k+

+Oµ
ij(x− y;β)Tik(u, p)(y) +Oµ

ij(x− y;β)Gik(y)
]
nk(y)dS

(4.11)

Dαuj(x) =
∫

Ω
Dα
xOµ

ij(x− y;β)
∂

∂yk
Gik(y)dy+

+
∫

∂Ω

[
ui(y)D

α
xTik(OOOµ

·j , ej)(x− y;β)− βDα
xOµ

ij(x− y;β)ui(y)δ1k+

+Dα
xOµ

ij(x− y;β)Tik(u, p)(y)
]
nk(y)dS

(4.12)
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if |α| = 1,

Dαuj(x) = A(1),αj (GG)−
∫

Ω
Dα
x

∂N µ
ij(x− y;β)
∂xk

Gik(y)dy+

+
∫

∂Ω

[
ui(y)D

α
xTik(OOOµ

·j , ej)(x− y;β)− βDα
xOµ

ij(x− y;β)ui(y)δ1k+

+Dα
xOµ

ij(x− y;β)Tik(u, p)(y) +Dα
xOµ

ij(x− y;β)Gik(y)
]
nk(y)dS

(4.13)

if |α| = 1,

Dαuj(x) = A(2),αj (∇ · GG) +
∫

Ω
Dα
xN µ

ij(x− y;β)
∂Gik(y)
∂yk

dy+

+
∫

∂Ω

[
ui(y)D

α
xTik(OOOµ

·j , ej)(x− y;β)− βDα
xOµ

ij(x− y;β)ui(y)δ1k+

+Dα
xOµ

ij(x− y;β)Tik(u, p)(y)
]
nk(y)dS

(4.14)

if |α| = 2, where A(i),αj are operators which map Lq(Ω) into Lq(Ω), Lq(g)(Ω) into
Lq(g)(Ω) for 1 < q <∞ and g ≥ 0 weights from the Muckenhoupt class Aq.

Proof: The formula (4.11) follows from (4.10), using the Green theorem
(see Theorem VIII.1.15) and passing with R → ∞. In order to get (4.12), we
first pass with R to infinity in (4.10) and then take the first order derivative
with respect to xl. Next, let us continue with (4.13). We have the volume term

∫

Ω

∂Gik
∂yk

DαOµ
ij(x− y)dy .

Let us recall that the first derivative of OOOµ is locally integrable while the second
derivative (in the sense of distributions) can be written in the form

DαOOOµ = DαSSµ +DαNN µ , |α| = 2 ,

where the part DαSSµ represents the singular and DαNN µ the weakly singular
part. As DαNN µ is locally integrable (see Section II.1) and DαSSµ satisfies the
hypothesis of the Marcinkiewicz multiplier theorem and the Kurtz–Wheeden
theorem (see Theorems II.3.2 and II.3.5), the formula (4.13) is shown. Finally,
to show (4.14), we proceed analogously.

2

Remark 4.1 The representation formulas (4.11)–(4.14) are not the only ones
which may be proved. Evidently, instead of (4.13) we could get for example

Dαuj(x) =
∫

Ω
Dα
xOµ

ij(x− y;β)
∂Gik
∂yk
(y)dy+

+
∫

∂Ω

[
Dα
yui(y)Tik(OOOµ

·j , ej)(x− y;β)− βOµ
ij(x− y;β)Dα

yui(y)δ1k+

+Oµ
ij(x− y;β)Tik(Dα

yu, D
α
yp)(y)

]
nk(y)dS ,

|α| = 1 etc. As such formulas are not convenient for our purpose, we shall not
write them explicitly out.
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The formulas (4.11)–(4.14) are valid also for less smooth functions GG. We
can apply the density argument to get

Corollary 4.1 The integral representation formulas holds for a.a. x ∈ Ω if
v ∈W 2,q

loc (Ω), p ∈W 1,q
loc (Ω) for some 1 < q <∞ and

a) (4.11) if GG ∈ Lq(Ω), ∇ · GG ∈ Lrloc(Ω), 1 < q < N + 1, 1 < r <∞
b) (4.12) if ∇ · GG ∈ Lq(Ω), 1 < q < N + 1 .

c) (4.13) if GG ∈ Lq(Ω), ∇ · GG ∈ Lrloc(Ω), 1 < q, r <∞
d) (4.14) if ∇ · GG ∈ Lq(Ω), 1 < q <∞ .

Proof: We have that ∇OOOµ ∈ Lr(RN ) for r ∈ (N+1N ; N
N−1) and therefore the

convolution is well defined whenever GG ∈ Lq(Ω) with 1q +
1
r ≥ 1 i.e. q < N + 1.

In order to have well defined the trace GG ·n on ∂Ω, it is enough to have ∇ · GG ∈
Lrloc(Ω) for some 1 < r < ∞, see Remark VIII.3.6. Analogously for (4.13) and
(4.14) we use the fact that

NN µ ∈ Lr(Ω) for q ∈
(
1,

N

N − 1
)
.

2

We now start to study the integral representation of pressure. Let f ∈
C∞
0 (Ω). We denote

Wj(x) =
∫

Ω
Oµ
ij(x− y;β)fi(y)dy

S(x) =
∫

Ω
ei(x− y)fi(y)dy .

We have

Lemma 4.1 Let Ω ∈ C0,1 be an exterior domain, f ∈ C∞
0 (Ω). The functions

W and S are infinitely differentiable functions in Ω and for all x ∈ Ω we have

A(W)(x) + β
∂W

∂x1
(x) +∇S(x) = f(x) .

Proof: As ei(x− y) = ∂E
∂xi
(x− y) and ∇OOOµ is locally integrable, we have

A(Wj) + β
∂Wj

∂x1
+
∂S

∂xj
= −(1− δ1kµ)

∂

∂xk

∫

Ω

∂

∂xk
Oµ
ij(x− y;β)fi(y)dy+

+β
∫

Ω

∂

∂x1
Oµ
ij(x− y;β)fi(y)dy +

∂

∂xi

∫

Ω

∂

∂xj
E(x− y)fi(y)dy =

= −(1− µδ1k)
∫

Ω

∂

∂xk
Oµ
ij(x− y;β)

∂fi(y)

∂yk
dy + β

∫

Ω

∂Oµ
ij

∂x1
(x− y;β)fi(y)dy+

+
∫

Ω

∂E
∂xj
(x− y)∂fi

∂yi
dy + (1− µδ1k)

∫

∂Ω
Oµ
ij(x− y;β)fi(y)nk(y)dyS −

−
∫

∂Ω

∂E
∂xj
(x− y)fi(y)ni(y)dyS = lim

ε→0+

∫

∂Bε(x)

[
(1− µδ1k)

∂Oµ
ij(x− y;β)
∂ny

+

+ej(x− y)ni(y)
]
dyS + v.p.

∫

Ω

[
− (1− µδ1k)

∂

∂yk

∂

∂yk
Oµ
ij(x− y;β)−

−β
∂Oµ

ij(x− y;β)
∂y1

− ∂ej
∂yi
(x− y)

]
fi(y)dy = fj(x) .
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We used the fact that the pair (OOOµ, e) is the fundamental solution to the mo-
dified Oseen problem, see (4.8). The differentiability follows easily.

2

Moreover, we have that the pair (u, p) solves

A(u) + β
∂u

∂x1
+∇p = f .

Using the integral representation of u (see (4.11)) and the fact that f = ∇ · GG,
we have

− ∂p

∂xj
+ fj = A(Wj) + β

∂Wj

∂x1
+
∫

∂Ω

{
− β

(
A+ β

∂

∂x1

)
Oµ
ij(x− y;β)ui(y)δ1l+

+ui(y)
(
A+ β

∂

∂x1

)
Til(OOOµ

·,j , ej)(x− y)+

+
(
A+ β

∂

∂x1

)
Oµ
ij(x− y;β)Til(u, p)(y)

}
nl(y)dyS .

Therefore we have

− ∂p

∂xj
= − ∂S

∂xj
+
∫

∂Ω

{
− β

(
A+ β

∂

∂x1

)
Oµ
ij(x− y;β)]ui(y)δ1l+

+ui(y)
(
A+ β

∂

∂x1

)
Til(OOOµ

·,j , ej)(x− y)+

+
(
A+ β

∂

∂x1

)
Oµ
ij(x− y)Til(u, p)(y)

}
nl(y)dyS .

(4.15)

We shall calculate the boundary terms. We easily check

(
A+ β

∂

∂x1

)
Oµ
ij(x− y) =

∂ej
∂yi
(x− y) = − ∂ei

∂xj
(x− y)

(
A+ β

∂

∂x1

)
Til(OOOµ

·j , ej) =
(
A+ β

∂

∂x1

)[∂Oµ
ij

∂xl
+
∂Oµ

lj

∂xi
− ejδil − µδ1l

∂Oµ
ij

∂x1

]
.

Denoting

Til(e) =
∂ei
∂xl
+
∂el
∂xi
+ βe1δil + µ

∂e1
∂x1

δil − µδ1l
∂ei
∂x1

(4.16)

we get
(
A+ β

∂

∂x1

)
Til(OOOµ

·j , ej) = − ∂

∂xj
Til(e) .

We have from (4.14)

∂p

∂xj
=

∂S

∂xj
+

∂

∂xj

∫

∂Ω

[
− βδ1lei(x− y)ui(y)+

+ui(y)Til(e)(x− y) + ei(x− y)Til(u, p)(y)
]
nl(y)dyS .

(4.17)

We can always add to p such a constant that p→ 0 as |x| → ∞. Therefore
for such p we have
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Theorem 4.2 Let Ω ∈ C0,1, an exterior domain, GG ∈ C∞
0 (Ω) and (u, p) be the

unique solution to the Oseen problem (4.1). Let Til(e) be defined in (4.16) and
Tij(u, p) in (4.2). Then

p(x) = v.p.
∫

Ω

∂ei(x− y)
∂xk

Gik(y)dy + cikGik(x)+

+
∫

∂Ω

[
ui(y)Til(e)(x− y) + ei(x− y)Til(u, p)(y)−

−βei(x− y)ui(y)δ1l + ei(x− y)Gil(y)
]
nl(y)dyS

(4.18)

∂p(x)

∂xj
= v.p.

∫

Ω

∂ei(x− y)
∂xj

∂

∂yk
Gik(y)dy + cij

∂

∂xk
Gik(x)+

+
∫

∂Ω

[
ui(y)

∂

∂xj
Til(e)(x− y) +

∂ei(x− y)
∂xj

Til(u, p)(y)−

−β∂ei(x− y)
∂xj

ui(y)δ1l
]
nl(y)dyS .

(4.19)

Proof: To get (4.18) it is enough to apply the Green theorem (see Theorem
VIII.1.15) on (4.17) and recall that due to the choice of an appropriate constant
we have p(x)→ 0 as |x| → ∞. The formula (4.19) can be obtained from (4.18)
differentiating with respect to xj and using the same procedure as in the proof
of Theorem 4.1 and Lemma 4.1.

2

Similarly as in Theorem 4.1, using the density argument one can extend
Theorem 4.2 for less regular right hand sides.

Corollary 4.2 The integral representation holds a.e. in Ω if v ∈ W 2,q
loc (Ω),

p ∈W 1,q
loc (Ω) for some 1 < q <∞ and

a) (4.18) if GG ∈ Lq(Ω), ∇ · GG ∈ Lrloc(Ω), 1 < q, r <∞

b) (4.19) if ∇ · GG ∈ Lq(Ω), 1 < q <∞ .

Proof: It is completely analogous to the proof of Corollary 4.1.

2

III.5 Modified Oseen problem —

Lq–estimates independent of β

The last section of this chapter is devoted to the study of the modified Oseen
problem in exterior domains. We shall mostly study the case Ω ⊂ R

2, but the
last theorem is devoted to the threedimensional flow. The aim is to develop
an analogue to Theorem 3.5 for R

3, where we got for 1 < q < 3
2 estimates

independent of β. The study of such estimates in two space dimensions is more
delicate; the essential tool will be the integral representation of solutions (see
Theorems 4.1 and 4.2).
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Lemma 5.1 Let Ω be a twodimensional exterior domain of class C2 and let
for some q ∈ (1; 2]

u∗ ∈W
2− 1

q
,q(∂Ω) .

Let (u, p) be the corresponding solution to

A(u) + β
∂u

∂x1
+∇p = 0

∇ · u = 0
u = u∗ at ∂Ω

lim
|x|→∞

u(x) = 0

(5.1)

and let T be defined in (4.2), µ = O(| lnβ|−1) as β → 0+. Then there exists
B > 0 and C = C(Ω, B) such that for all 0 < β ≤ B

∣∣∣
∫

∂Ω
T(u, p) · ndS

∣∣∣ ≤ C| lnβ|−1‖u∗‖2− 1
q
,q,(∂Ω) . (5.2)

Proof: Putting the term β ∂u
∂x1
on the right hand side, multiplying (5.1)1 by

a cut–off function which is equal to one in BR2(0) and vanish outside of BR1(0),
R2 > R1 > diamΩc we get from Theorem VIII.5.4

‖u‖2,q,ΩR2
+ ‖p‖1,q,ΩR2

≤ C(‖u‖1,q,ΩR1
+ ‖p‖q,ΩR1

+ ‖u∗‖2− 1
q
,q,(∂Ω)) . (5.3)

Applying the trace imbedding theorem (see Corollary VIII.1.1) we get for all
1 < q ≤ 2

‖u∗‖ 1
2
,2,(∂Ω) ≤ C‖u∗‖2− 1

q
,q,(∂Ω) .

Moreover, in Theorem 3.4 we have shown the existence of a constant C,
independent of β, such that

|u|1,2 ≤ C(1 + β)‖u∗‖ 1
2
,2,(∂Ω) ≤ C1(1 + β)‖u∗‖2− 1

q
,q,(∂Ω) . (5.4)

Applying the Friedrichs inequality (see Theorem VIII.1.10)

‖u‖q,ΩR1
≤ C(‖∇u‖q,ΩR1

+ ‖u∗‖2− 1
q
,q,(∂Ω)) ≤ C(Ω, B)‖u∗‖2− 1

q
,q,(∂Ω) (5.5)

for all β ∈ (0, B]. Moreover, from Theorem VIII.5.3 together with (5.4) and
(5.5) after modifying the pressure by a suitable constant we have

‖p‖q,ΩR1
≤ C‖u∗‖2− 1

q
,q,(∂Ω) (5.6)

and (5.3) together with (5.4)–(5.6) imply

‖u‖2,q,ΩR2
+ ‖p‖1,q,ΩR2

≤ C‖u∗‖2− 1
q
,q,(∂Ω) . (5.7)

Let us recall that
Oµ
ij = Oij + E

µ
ij ,
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where |Eµij(x;β)| ≤ Cµ|Oij(x;β)| for |x| ≤ 1 and OOO(· ;β) is the fundamental
Oseen tensor. We have for x ∈ ΩR2R1 , y ∈ ∂Ω

Oµ
ij(x− y;β) = R(|x− y|) + C lnβ

|Dk
xOµ

ij(x− y;β)| = Dk
xR(|x− y|)

(5.8)

with R(|x−y|)+Dk
xR(|x−y|) ≤ C(B); we used here that µ lnβ ≤ C(B). Since

|ej(x−y)| ≤ C in ΩR2R1 , denoting J (β) = | lnβ|| ∫∂ΩT(u, p) ·ndS| we have from
(4.11)

J (β) ≤ C
[
|u(x)|+

∫

∂Ω
|u∗|dS + C

∫

∂Ω
|T(u, p)|dS

]
, (5.9)

where the constant C depends only on B, but not on β. Using the trace theorem
(see Theorem VIII.1.6) we find out

∫

∂Ω
|T(u, p)|dS ≤ C

∫

∂Ω
(|∇u|+|p|)dS ≤ C(‖∇u‖1,q,ΩR2

+‖p‖1,q,ΩR2
) . (5.10)

Combining (5.9) with (5.10) and (5.7) we have

J (β) ≤ |u(x)|+ C‖u∗‖2− 1
q
,q,(∂Ω) .

Integrating the inequality over ΩR2R1 and using the Hölder inequality we get

J (β) ≤ C(‖u‖q,ΩR1
+ ‖u∗‖2− 1

q
,q,(∂Ω)) ≤ C‖u∗‖2− 1

q
,q,(∂Ω) .

The lemma is proved.

2

Let us denote for 1 < q ≤ 6
5

Cq =
{
u ∈ L

3q
3−2q (Ω) ∩D2,q(Ω) ∩D1,

3q
3−q (Ω);

u2 ∈ L
2q
2−q (Ω);∇u2 ∈ Lq(Ω)

}
.

(5.11)

Remark 5.1 If u ∈ Cq then u ∈ D1,
2q
2−q (Ω)∩L

3q
3−2q (Ω) (see Lemma VIII.1.12)

and therefore from Theorem VIII.1.17 and Remark VIII.1.11

lim
|x|→∞

u(x) = 0

uniformly.

We shall investigate the Lq–estimates of solutions to the modified Oseen
problem for 1 < q < 6

5 . Let us first assume the right hand side equal to zero.
We have
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Lemma 5.2 Let Ω ⊂ R
2 be exterior domain of class C2 and let

u∗ ∈W
2− 1

q
,q(∂Ω) , 1 < q <

6

5
.

Then for any β > 0 there exists a unique solution to the modified Oseen problem

A(u) + β
∂u

∂x1
+∇p = 0

∇ · u = 0



 in Ω

u = u∗ at ∂Ω

lim
|x|→∞

u(x) = 0

such that u ∈ Cq, p ∈ D1,q(Ω). Let µ = O(| lnβ|−1) as β → 0+. Then there
exists β0 > 0 such that for all β ∈ (0, β0]

〈u〉β,q ≡ β(‖u2‖ 2q
2−q
+ |u2|1,q) + β

2
3 ‖u‖ 3q

3−2q
+ β

1
3 |u|1, 3q

3−q
≤

≤ Cβ
2(1− 1

q
)| lnβ|−1‖u∗‖2− 1

q
,q,(∂Ω)

(5.12)

with C = C(β0, q,Ω).

Proof: As 3q
3−q < 3 ⇐⇒ q < 3

2 , the uniqueness follows from Theorem 3.5.
Moreover, from Theorems 3.4 and 3.6 we know that there exists a pair (u, p)
such that 〈u〉β,q is finite, u ∈ D2,q(Ω) and p ∈ D1,q(Ω). Analogously as in
Lemma 5.1 we show that (see (5.7))

‖u‖2,q,Ω2 + ‖p‖1,q,Ω2 ≤ C‖u∗‖2− 1
q
,q,(∂Ω) (5.13)

and therefore, by imbedding theorem (see Theorem VIII.1.2)

‖u2‖ 2q
2−q

,Ω2
+ |u2|1,q,Ω2 + ‖u‖ 3q

3−2q
,Ω2
+ |u|1, 3q

3−q
,Ω2

≤ C‖u‖2,q,Ω2

and as 2(1− 1
q ) <

1
3 for q ∈ (1, 65)

〈u〉β,q ≤ Cβ
2(1− 1

q
)+ε‖u∗‖2− 1

q
,q,(∂Ω) (ε > 0 for 1 < q <

6

5
) .

Next we give estimates of 〈u〉β,q in Ω2. We have

uj(x) = II(u) ·wj(x;β) +
∫

∂Ω

[
− βwj(x− z;β) · u∗(z)e1+

+u∗(z) ·T(wj , ej)(x− z;β)− [wj(x− z;β) +wj(z;β)] ·T(u, π)(z)
]
· n(z)dS

with

II(u) =
∫

∂Ω
T(u, p) · ndS

wj = (Oµ
1j ,Oµ

2j) , j = 1, 2
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(see (4.13) and (4.2)). Applying the mean value theorem we have (recall that
Ωc ⊂ B1(0))

|uj(x)| ≤ |II(u)||wj(x;β)|+A sup
z∈Ω1

{
β|wj(x− z;β)|+

+|e(x− z)|+ |∇xwj(x− z;β)|
} (5.14)

|∇uj(x)| ≤ |II(u)||∇wj(x;β)|+A sup
z∈Ω1

{
β|∇xwj(x− z;β)|+

|∇xe(x− z)|+ |∇2xwj(x− z;β)|
} (5.15)

with
A = ‖∇u‖1,(∂Ω) + ‖p‖1,(∂Ω) + ‖u∗‖1,(∂Ω) .

Using the rescalling (see Theorem 1.2) we get from (5.14) (y = βx)

|uj(x)| ≤ |II(u)||wj(y; 1)|+
+CβA sup

|z|≤β

{
|wj(y − z; 1)|+ |e(y − z)|+ |∇ywj(y − z; 1)|

}

and
‖uj‖tt,Ω2 ≤ Cβ−2

[
|II(u)|t‖wj(y; 1)‖tt,R2+

+βtAt
∫

|y|≥2β
sup
|z|≤β

{
|wj(y − z; 1)|+

+|e(y − z)|+ |∇ywj(y − z; 1)|
}t
dy
]
.

(5.16)

We have that wj(· ; 1) ∈ Lt(R2) for t ∈ (3;∞) if j = 1 and t ∈ (2;∞) if j = 2
(see Lemma 1.2 and Theorem 1.2). Therefore

∫

|y|≥2β
sup
|z|≤β

|wj(y − z; 1)|tdy ≤

≤
∫

4≥|y|≥2β
sup
|z|≤β

|wj(y − z; 1)|tdy +
∫

|y|≥4
sup
|z|≤1

|wj(y − z; 1)|tdy .

The first integral can be estimated as follows
∫

4≥|y|≥2β
sup
|z|≤β

|wj(y − z; 1)|tdy ≤

≤ C

∫

4≥|y|≥2β
sup
|z|≤β
(| ln |y − z||+ 1)tdy ≤

≤ C

∫

4≥|y|≥2β
(| ln |y||+ 1)tdy ≤ C1 ,

where C1 does not depend on β. Using the fact that for |y| ≥ |y0| (large enough)

sup
|z|≤1

|wj(y − z; 1)| ≤ |wj(y; 1)|+ sup
|z|≤1

|∇wj(y − γz; 1)| , γ ∈ (0; 1) ,

we can estimate the second term
∫

|y|≥4
sup
|z|≤1

|wj(y − z; 1)|tdy ≤
∫

|y|≥y0
(|wj(y; 1)|t + |y|−trj )dy+

+
∫

4≤|y|≤|y0|
sup
|z|≤1

|wj(y − z; 1)|tdy ,
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where rj = 1 if j = 1 and rj = 3
2 if j = 2. As wj(y− z; 1) is locally regular, we

have ∫

|y|≥2β
sup
|z|≤β

|wj(y − z; 1)|tdy ≤ C (5.17)

with C independent of β and t > 3 if j = 1 and t > 2 if j = 2. We continue
with the pressure term on the right hand side of (5.16). We have for t > 2

∫

|y|≥2β
sup
|z|≤β

|e(y − z)|tdy ≤

≤ C
( ∫

4≥|y|≥2β
|y|−tdy +

∫

|y|≥4
sup
|z|≤1

|y − z|tdy
)
≤ C(β2−t + 1) .

(5.18)

Analogously
∫

|y|≥2β
sup
|z|≤β

|∇ywj(y − z; 1)|tdy ≤
∫

4≥|y|≥2β
sup
|z|≤β

|∇ywj(y − z; 1)|tdy+

+
∫

|y|≥4
sup
|z|≤1

|∇ywj(y − z; 1)|tdy ≤ C

∫

4≥|y|≥2β
|y|−tdy+

+
∫

4≤|y|≤|y0|
|∇ywj(y − z; 1)|tdy +

∫

|y|≥|y0|
(|∇ywj(y; 1)|t + |y|−tsj )dy

with sj = 3
2 if j = 1, sj = 2 if j = 2. Therefore we have for t > 2 (if j = 1) or

t > 1 (if j = 2)
∫

|y|≥2β
sup
|z|≤β

|∇ywj(y − z; 1)|tdy ≤ C(1 + β2−t) . (5.19)

Combining (5.17)–(5.19) we finally have

‖uj‖t,Ω2 ≤ C(β−
2
t |II(u)|+A(1 + β t−2

t )) (5.20)

for all t > 2 if j = 2 and t > 3 if j = 1. Therefore for all β < β0

‖uj‖t,Ω1 ≤ C(β0)(β
− 2

t |II(u)|+A) .

Setting t = 2q
2−q (j = 2) and t =

3q
3−2q (j = 1) we have

β‖u2‖ 2q
2−q

,Ω2 + β
2
3 ‖u‖ 3q

3−2q
,Ω2 ≤ C(β0)(β

−2(1− 1
q
)|II(u)|+ β 23A) . (5.21)

For gradients we have from (5.15)

|uj |τ1,τ,Ω2 ≤ Cβτ−2
[
|II(u)|τ‖∇wj(· ; 1)‖ττ,R2+

+βτAτ
∫

|y|≥2β
sup
|z|≤β

{
|∇ywj(y − z; 1)|+

+|∇ye(y − z)|+ |∇2ywj(y − z; 1)|
}τ
dy
]
.

(5.22)

Now, ‖∇wj(· ; 1)‖τ,R2 ≤ C if 1 < τ < 2 (j = 2), 32 < τ < 2 (j = 1). As

∇e(x − y) ∼ ∇2wj(x − y; 1) ∼ 1
|x−y|2 and ∇wj(x − y; 1) ∼ 1

|x−y| for |x − y|
small, we get as above

|uj |1,τ,Ω2 ≤ C
(
β1−

2
τ |II(u)|+A(1 + β2− 2τ + β)

)
≤ C(β0)(β

1− 2
τ |II(u)|+A)
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and again, setting τ = q (j = 2) and τ = 3q
3−q (j = 1, 2)

β
1
3 |u|1, 3q

3−q
,Ω2 + β|u2|1,q,Ω2 ≤ C(β0)(β

2(1− 1
q
)|II(u)|+ β 13A) . (5.23)

Moreover

A ≤ C
(
‖u‖2,q,Ω2 + ‖p‖1,q,Ω2 + ‖u∗‖2− 1

q
,q,(∂Ω)

)
≤ C‖u∗‖2− 1

q
,q,(∂Ω)

(see (5.13)) and (ε > 0 for 1 < q < 6
5)

〈u〉β,q ≤ Cβ2(1−
1
q
)(|II(u)|+ βε‖u∗‖2− 1

q
,q,(∂Ω)) .

Applying Lemma 5.1 we finish the proof.

2

Remark 5.2 If q = 6
5 , we could show analogously as in Lemma 5.2 that

〈u〉β, 6
5
≤ Cβ

1
3 ‖u∗‖ 7

6
, 6
5
,(∂Ω) .

Next we investigate the situation when u∗ ≡ 0 and f 6= 0.

Lemma 5.3 Let Ω ∈ C2 be an exterior domain in R
2. Let f ∈ Lq(Ω), 1 < q <

6
5 . Then there exists exactly one solution to the modified Oseen problem

15

A(w) + β
∂w

∂x1
+∇τ = f

∇ ·w = 0



 in Ω

u = 0 at ∂Ω

lim
|x|→∞

w(x) = 0

such that w ∈ Cq, τ ∈ D1,q(Ω). This solution satisfies

〈w〉β,q ≤ C‖f‖q

for all β ∈ (0, β0] and C = C(Ω, q, β0).

Proof: Extend f by zero outside of Ω. We put

w = v + z

τ = p+ r ,

where

A(v) + β
∂v

∂x1
+∇p = f

∇ · v = 0



 in R

2 (5.24)

15As usually, if w1, τ1 is another solution to the same data with 〈w1〉β,q finite, then w1 = w
and τ1 = τ + const
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and

A(z) + β
∂z

∂x1
+∇r = 0

∇ · z = 0



 in Ω

u = −v at ∂Ω

lim
|x|→∞

w(x) = 0 .

(5.25)

From Theorem 2.1 we have

〈v〉β,q + |v|2,q + |p|1,q ≤ c1‖f‖q (5.26)

with c1 independent on β. Moreover, from Lemma 2.3 we have that v, defined

vj(x) =
∫

R
2
Oµ
ij(x− y;β)fi(y)dy (5.27)

is equal to v a.e. in R
2. To show this, it is enough to verify that v ∈ Lq1(R2) ∩

D1,q2(R2) for 1 < q2 < 3, 1 < q1 <∞. But

‖v‖q1 ≤ ‖OOOµ‖p1‖f‖q ,
1

q1
=
1

p1
+
1

q
− 1

‖∇v‖q2 ≤ ‖OOOµ‖p2‖f‖q ,
1

q1
=
1

p2
+
1

q
− 1

and we may apply Lemma 2.3 as, evidently, p2 ∈ (32 ; 2) and so we can find
for any q ∈ (1; 65) such q2 that q2 < 3. Moreover, both functions are globally
integrable and therefore v = v a.e. in R

2.
From (5.27) we have

|v(x)|q′ ≤ C‖f‖q′q
∫

R
2
|OOOµ(β(x− y); 1)|q′dy

and therefore
‖v‖q′q′,B1(0) ≤ Cβ−2‖f‖q′q

what implies

‖v‖q′,B1(0) ≤ Cβ
−2(1− 1

q
)‖f‖q . (5.28)

We pass to the problem (5.25). We apply Lemma 5.2 to get the existence of a
unique couple (z, r) such that for all β ∈ (0;β0]

〈z〉β,q ≤ Cβ
2(1− 1

q
)‖v‖2− 1

q
,q,(∂Ω) .

The trace and interpolation theorems (see Theorems VIII.1.6 and VIII.1.11)
imply

‖v‖2− 1
q
,q,(∂Ω) ≤ C‖v‖2,q,Ω1 ≤ C(‖v‖q,Ω1 + |v|2,q,Ω1) .

Since q′ > q, (5.28) and (5.26) yield

〈z〉β,q ≤ Cβ
2(1− 1

q
)
(
β
−2(1− 1

q
) + 1

)
‖f‖q ≤ C(β0)‖f‖q.

The lemma is shown.

2
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Remark 5.3 The same result holds also for q = 6
5 .

Now, let (u, π) solves

A(u) + β
∂u

∂x1
+∇π = f

∇ · u = 0
u = u∗ at ∂Ω

u→ 0 as |x| → ∞ .

(5.29)

Combining Lemmas 5.2 and 5.3 we get

Theorem 5.1 Let Ω be a C2 exterior domain in R
2, 1 < q < 6

5 . Let µ =

O(| lnβ|−1) for β → 0+. For a given f ∈ Lq(Ω), u∗ ∈ W
2− 1

q
,q(∂Ω) there exists

a unique solution to the modified Oseen problem (5.29) such that u ∈ Cq, π ∈
D1,q(Ω). For β0 > 0 sufficiently small there exists C = C(q,Ω, β0) such that for
all β ∈ (0;β0]

〈u〉β,q ≤ C
[
β
2(1− 1

q
)| lnβ|−1‖u∗‖2− 1

q
,q,(∂Ω) + ‖f‖q

]
. (5.30)

Remark 5.4 For q = 6
5 we have

〈u〉β,q ≤ C
[
β
2(1− 1

q
)‖u∗‖2− 1

q
,q,(∂Ω) + ‖f‖q

]
.

Next we prove the following extension of Theorem 5.1.

Theorem 5.2 Let Ω ∈ C l+2 be an exterior domain in R
2, f ∈ W l,q(Ω), u∗ ∈

W l+2− 1
q
,q(∂Ω), q ∈ (1; 32), l = 0, 1, . . .. Then the unique solution to the modified

Oseen problem (5.29) satisfies for all β ∈ (0;β0], β0 sufficiently small,

β
2(1− 1

q
)
[
‖∇2u‖l,q + ‖∇π‖l,q

]
≤

≤ C1
[
‖f‖q + β2(1−

1
q
)(‖f‖l,q + ‖u∗‖l+2− 1

q
,q,(∂Ω))

]
.

(5.31)

Moreover, if the right hand side f ∈ W l,q(Ω) ∩ W k,p(Ω), p ∈ (1;∞), k =
0, 1, . . ., the boundary condition u∗ ∈ W

l+2− 1
q
,q(∂Ω) ∩W k+2− 1

p
,p(∂Ω) and Ω ∈

C2+max{k,l}, then

β
2(1− 1

q
)
[
‖∇2u‖l,q + ‖∇π‖l,q + ‖∇2u‖k,p + ‖∇π‖k,p

]
≤

≤ C2
[
‖f‖q + β2(1−

1
q
)(‖f‖l,q + ‖f‖k,p+

+‖u∗‖l+2− 1
q
,q,(∂Ω) + ‖u∗‖k+2− 1

p
,p,(∂Ω))

]
.

(5.32)

Especially, if

p ≥ 2q

2− q
and k ≥ l , (5.33)
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then16

β
2(1− 1

q
)
[
‖∇2u‖l,q + ‖∇π‖l,q + ‖∇u‖k+1,p + ‖π‖k+1,p

]
≤

≤ C3
[
‖f‖q + β2(1−

1
q
)(‖f‖l,q + ‖f‖k,p + ‖u∗‖k+2− 1

p
,p,(∂Ω))

]
,

(5.34)

where the constants Ci = Ci(β0, q, p,Ω, N).

Proof: Let us first show that (5.32) implies, under the assumptions (5.33),
the inequality (5.34). From Lemma VIII.1.12 we have that there exists w0 ∈ R

such that for all p ∈ (1;∞), w ∈ D
1, 2p
2+p (Ω)

‖w − w0‖p ≤ C|w|1, 2p
p+2

.

Evidently, p > 2p
p+2 and q ≤ 2p

p+2 ⇐⇒ p ≥ 2q
2−q . From Theorem 3.7 we easily

check that the solution to the modified Oseen problem is such that ∇u ∈
L
3q
3−q (Ω) whenever 1 < q ≤ 3

2 . Therefore

‖∇u‖1,p ≤ C‖∇u‖2, 2p
p+2

≤ C(‖∇u‖2,p + ‖∇u‖2,q) .

Analogously for π we have

‖π + π0‖p ≤ C(|π|1,p + |π|1,q) .

As the pressure is determined up to a additive constant, we can take π̃ = π+π0
in such a way that π̃ ∈ Lp(Ω) is a new pressure. Finally, applying the trace
imbedding theorem (see Corollary VIII.1.1) we have

‖u∗‖l+2− 1
q
,q,(∂Ω) ≤ C‖u∗‖k+2− 1

p
,p,(∂Ω)

for k ≥ l and q ≤ 2p
p+2 ≤ p. We are therefore left with inequalities (5.31) and

(5.32). We proceed as in the proof of Theorem 5.1. We search the solution (u, π)
in the form

u = v +w

π = p+ r ,

where

A(v) + β
∂v

∂x1
+∇p = 0

∇ · v = 0



 in Ω

v = u∗ at ∂Ω

(5.35)

and

A(w) + β
∂w

∂x1
+∇r = f

∇ ·w = 0



 in Ω

v = 0 at ∂Ω .

(5.36)

As in Lemma 5.1 (see (5.7)) we may show that

‖v‖s+2,t,ΩR
+ ‖p‖s+1,t,ΩR

≤ C‖u∗‖s+2− 1
t
,t,(∂Ω)

16we add to π a suitable constant such that π is integrable
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with s ≥ 0, 1 < t <∞.
Next, let ϕ ∈ C∞

0 (R
2) such that ϕ(x) = 1 in BR(0), ϕ(x) = 0 in BR

2
(0),

R
2 > diamΩ

c. Let us put U = vϕ, P = pϕ. Then the couple (U, P ) solves in
the whole space

A(U) + β
∂U

∂x1
+∇P = F

∇ ·U = G
with

F = A(ϕ)v − 2∇ϕ∇v + 2µ ∂ϕ
∂x1

∂v

∂x1
+ β

∂ϕ

∂x1
v + p∇ϕ

G = v · ∇ϕ .
As suppF and supp g ⊂ BR(0), and

‖F‖s,t,R2 + ‖G‖s,t,R2 ≤ C(‖v‖s+1,t,ΩR
+ ‖p‖s,t,ΩR

) ,

we have due to Theorem 2.1 that

‖∇2U‖s,t,R2 + ‖∇P‖s,t,R2 ≤ C(‖v‖s+1,t,ΩR
+ ‖p‖s,t,ΩR

)

and ∇2U, ∇P coincides with ∇2v, ∇p in ΩR (see Lemma 2.3). Arguing as e.g.
in Corollary 3.2 we have

‖∇2v‖s,t,Ω + ‖∇p‖s,t,Ω ≤ C‖u∗‖s+2− 1
t
,t,(∂Ω) , (5.37)

s ≥ 0, 1 < t < ∞. Next we study the problem (5.36). We extend f onto R
2 in

such a way that

‖f‖s,t,R2 + ‖f‖k,p,R2 ≤ C(‖f‖s,t,Ω + ‖f‖k,p,Ω)

and similarly as in Lemma 5.3 we search (w, p) as a sum of a solution to the
modified Oseen problem in R

2 with the extension of f and of a solution to the
modified Oseen problem in Ω, i.e.

(w, p) = (w1, r1) + (w2, r2) ,

A(w1) + β
∂w1

∂x1
+∇r1 = f

∇ ·w = 0



 in R

2 (5.38)

and

A(w2) + β
∂w2

∂x1
+∇r2 = 0

∇ ·w2 = 0




in Ω

w2 = −w1 at ∂Ω .
(5.39)

We have from Theorem 2.1 that

‖∇2w1‖s,t,R2 + ‖∇r1‖s,t,R2 ≤ C‖f‖s,t,Ω . (5.40)
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Moreover, as in Lemma 5.3 we can show that for 1 < q < 3
2

‖w1‖q′,B1(0) ≤ Cβ
−2(1− 1

q
)‖f‖q (5.41)

and from (5.37)

‖∇2w2‖s,t,Ω + ‖∇r2‖s,t,Ω ≤ C‖w1‖s+2− 1
t
,t,(∂Ω) . (5.42)

Let us put in (5.40) and (5.42) s = l, t = q and s = k, t = p, respectively.
We have to control the boundary terms ‖w1‖l+2− 1

q
,q,(∂Ω) and ‖w1‖k+2− 1

p
,p,(∂Ω).

Applying the trace and the imbedding theorems (see Theorems VIII.1.6 and
VIII.1.2) and recalling that q < 3

2 i.e. q < q′

‖w1‖l+2− 1
q
,q,(∂Ω) ≤ C‖w1‖l+2,q,Ω1 ≤ C1(‖w1‖q′,Ω1 + ‖∇2w1‖l,q,Ω1)

‖w1‖k+2− 1
p
,p,(∂Ω) ≤ C(‖w1‖p,Ω1 + ‖∇2w1‖k,p,Ω1) ≤

≤ C(‖w1‖2,q,Ω1 + ‖∇2w1‖k,p,Ω1) ≤
≤ C(‖w1‖q′,Ω1 + ‖∇2w1‖q,Ω1 + ‖∇2w1‖k,p,Ω1) .

(5.43)

Combining (5.40)–(5.43) we finally get for 1 < q < 3
2 , 1 < p <∞

‖∇2w‖l,q,Ω + ‖∇r‖l,q,Ω ≤ C(β−2(1−
1
q
)‖f‖q + ‖f‖l,q)

‖∇2w‖k,p,Ω + ‖∇r‖k,p,Ω ≤ C
(
(1 + β−2(1−

1
q
))‖f‖q + ‖f‖k,p

)
.

(5.44)

The estimates (5.37) and (5.44) finish the proof.

2

Finally we get similar result also in three space dimensions. Here, the si-
tuation is much easier. We have namely

Theorem 5.3

(i) Let f ∈ D−1,2
0 (Ω) ∩W k,p(Ω), 1 < p <∞, k ≥ 0, Ω be a threedimensional

exterior domain of class Ck+2, u∗ ∈ W
k+2− 1

p
,p(∂Ω). Then the unique

solution to the modified Oseen problem (5.29) (u, π) satisfies

β
1
4 ‖u‖4 + |u|1,2 + ‖π‖2 + ‖∇2u‖k,p + ‖∇π‖k,p ≤

≤ C
(
|f |−1,2 + ‖f‖k,p + ‖u∗‖k+2− 1

p
,p,(∂Ω) + ‖u∗‖ 1

2
,2,(∂Ω)

)
.

(5.45)

(ii) Let f ∈ Lq(Ω) ∩ W k,p(Ω), 1 < q < 3
2 , 1 < p < ∞, k ≥ 0, Ω be a

threedimensional exterior domain of class Ck+2, u∗ ∈ W
k+2− 1

p
,p(∂Ω) ∩

W 2− 1
q
,q(∂Ω). Then the unique solution to the modified Oseen problem

(5.29) (u, π) satisfies

a1‖u‖ 2q
2−q
+ a2|u|1, 4q

4−q
+ ‖∇2u‖q + ‖∇2u‖k,p + ‖∇π‖k,p ≤

≤ C
(
‖f‖q + ‖f‖k,p + ‖u∗‖k+2− 1

p
,p,(∂Ω) + ‖u∗‖2− 1

q
,q,(∂Ω)

) (5.46)

with a1 = min{1, β
1
2 }, a2 = min{1, β

1
4 }.
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Proof: We proceed as in Theorem 5.2 and combine the estimates with
Theorems 3.7 and 3.6. We can assume that p ≥ 3

2 if k = 0 (otherwise, we can
apply directly Theorems 3.6 and 3.7). We have to estimate w1, solving in R

3

A(w1) + β
∂w1

∂x1
+∇r1 = f

∇ ·w1 = 0

with f , an extension of f in some W k,p(Ω) space.
In the case (i) we apply Theorem 3.7 to get

‖w1‖2,ΩR
≤ C‖w1‖6,ΩR

≤ C|w1|1,2,R3 ≤ C|f |−1,2 ≤ C(|f |−1,2 + ‖f‖k,p) ,

since, denoting ϕϕϕ1 and ϕϕϕ2 the parts of ϕϕϕ supported in B1(0) and B2(0), re-
spectively, we have

sup
|ϕϕϕ|1,2≤1

〈f , ϕϕϕ〉 ≤ sup
|ϕϕϕ|1,2≤1

(〈f , ϕϕϕ1〉+ 〈f , ϕϕϕ2〉) ≤

sup
|ϕϕϕ|1,2≤1

(|f |−1,2|ϕϕϕ1|1,2 + ‖f‖ 6
5
,B2(0)

‖ϕϕϕ2‖6,B2(0)) ≤ C(|f |−1,2 + ‖f‖ 6
5
) ,

where the evident inequality ‖ϕϕϕ2‖6,B2(0) ≤ ‖ϕϕϕ‖6,R3 ≤ |ϕϕϕ|1,2 was used. We apply
this estimate instead of (5.41).
In the case (ii) we use the integral representation to get

|w1(x)| ≤ β
∣∣∣
∫

R
3
OOOµ(β(x− y); 1)f(y)dy

∣∣∣ ≤ C

∫

R
3

|f(y)|
|x− y|dy

and due to the Sobolev theorem on weakly singular integrals (see Theorem
VIII.2.4) we have

‖w1‖s ≤ C‖f‖q
with 1 < q < 3

2 and s =
3q
3−2q . Then we use this inequality instead of (5.41) and

in the estimate of the solution to (5.39) we have

‖∇2w2‖k,p,Ω ≤ C‖w1‖k+2− 1
p
,p,(∂Ω) ≤ ‖w1‖k+2,p,B1(0) ≤

C(‖w1‖s,B1(0) + ‖∇2w1‖k,p,B1(0)) .
2



IV
Steady transport equation

IV.1 Definitions, basic properties

We shall now consider the other linear problem needed for the study of the
stationary flow of viscoelastic fluids. The results presented in this chapter are
mostly taken from [No1]; see also [No2], [No3] and [No4]. Nevertheless, some
extensions are added; see Theorems 2.3 and 2.5.
Let Ω ⊂ R

N be an exterior domain of class C0,1 or let Ω = R
N . We study

λz +w · ∇z + az = f in Ω , (1.1)

where the unknown function is z; λ is a (without loss of generality positive)
constant, w ∈ C1loc(Ω), a ∈ Cloc(Ω) and f are given functions.

Remark 1.1 Although we study only scalar equation, all results presented in
this chapter can be without changes applied also on the system

λzi +
N∑

j=1

wij
∂zi
∂xj
+

m∑

s=1

aiszs = fi , i = 1, 2, . . . ,m , (1.2)

where z = (z1, . . . , zm) are unknown functions, while {wij}, i = 1, . . . ,m, j =
1, . . . N , {ais}, i, s = 1, . . . ,m and f = (f1, . . . , fm) are given functions. The
norms of vector–(eventually tensor–)valued functions are the maxima of their
components.

Let us first take f ∈W 1,q
loc (Ω).

Definition 1.1 The function z ∈ W 1,q
loc (Ω) is called a strong solution to (1.1)

if (1.1) is satisfied a.e. in Ω.

In the case of lower regularity we have to modify the definition.

Remark 1.2 If f ∈ D1,q(Ω), then f ∈W 1,q
loc (Ω) and we can again use Definition

1.1.

Definition 1.2 Let f ∈ Lqloc(Ω). Then z ∈ Lqloc(Ω) is called a q–weak solution
if

∫

Ω
z(λϕ−w · ∇ϕ+ (a−∇ ·w)ϕ)dx =

∫

Ω
fϕdx ∀ϕ ∈ C∞

0 (Ω) . (1.3)

164
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Remark 1.3 We define the distribution w · ∇z ∈ D′(Ω)

〈w · ∇z, ϕ〉 = −
∫

Ω
z(w · ∇ϕ+∇ ·wϕ)dx ∀ϕ ∈ D(Ω) . (1.4)

We can rewrite (1.3) as

w · ∇z = f − λz − az , (1.5)

where the equality (1.5) is assumed in D′(Ω). Having z ∈ Lqloc(Ω) we see that
w · ∇z ∈ Lqloc(Ω) and (1.1) is fulfilled a.e. in Ω. Therefore any weak solution
in the sense of Definition 1.2 is also a strong solution in the sense of Definition
1.1. Analogously to (1.1) we can define

w · ∇∇ξ = ∇(w · ∇ξ)−∇w · ∇ξ for ξ ∈W 1,q
loc (Ω) (1.6)

i.e.
〈w · ∇∇ξ, ϕ〉 = −

∫

Ω
(ϕ∇w +∇ϕw) · ∇ξdx ∀ϕ ∈ D(Ω) . (1.7)

In order to construct solutions to (1.1) we follow [No1]. Our method is
essentially based on the following classical lemma, which is due to Friedrichs
(see e.g. [Mis]). By C1B(R

N ) we understand the set of functions continuously
differentiable on R

N which are together with the first derivative bounded.

Lemma 1.1 (Friedrichs)
Let 1 < q <∞, w ∈ C1B(R

N ), z ∈ Lq(RN ). If w · ∇z ∈ Lq(RN ), then

w · ∇zh → w · ∇z in Lq(RN ) ,

where zh stays for z ∗ ωh, ωh the classical mollifier.

Proof: Since w · ∇z ∈ Lq(RN ), we have easily (w · ∇z)h → w · ∇z in
Lq(RN ) and therefore it is sufficient to verify that w · ∇zh − (w · ∇z)h → 0 in
Lq(RN ).
Applying (1.4) we have

(w · ∇z)h(x) = 〈(w · ∇z)(·), ωh(x− ·)〉 = −
∫

R
N
z(y)∇y · [w(y)ωh(x− y)]dy .

So

I(x) =
∫

R
N

[
wi(x)z(y)

∂ωh(x− y)
∂xi

+ z(y)
∂

∂yi
(wi(y)ωh(x− y))

]
dy =

=
∫

R
N
z(y)

∂

∂yi

[
(wi(y)− wi(x))ωh(x− y)

]
dy =

=
∫

R
N
(z(y)− z(x))

∂

∂yi

[
(wi(y)− wi(x))ωh(x− y)

]
dy ,

where the last equality follows from the fact that ωh has compact support in
R
N . Therefore

|I(x)| ≤
∫

R
N
|z(y)− z(x)|ωh(x− y)|∇w(y)|dy+

+
∫

R
N
|z(y)− z(x)||∇ωh(x− y)||w(y)−w(x)|dy = I1(x) + I2(x) .
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We easily estimate
∫

R
N
|I1(x)|qdx ≤ C

∫

R
N

( ∫

R
N
|z(y)− z(x)|ωh(x− y)dy

)q
dx ≤

≤ C

∫

R
N

∫

B1(0)
|z(x− hξξ)− z(x)|qdξξ

( ∫

B1(0)
|ω1(ξξ)|q

′
dξξ
) q

q′ dx .

Using the p–mean continuity and absolute continuity of the integral (see e.g.
[KuFuJo]) we easily verify that for any ε > 0 we can assure that

∫

R
N
|I1(x)|qdx ≤ εq

2
(1.8)

for h sufficiently small. Similarly, as |w(x) − w(y)| ≤ C|x − y|, and for any
r ∈ (1;∞)

∫

Bh(x)
(|x− y||∇yωh(x− y)|)rdy ≤ hr−N

∫

Bh(x)

∣∣∣∇yω1
(x− y

h

)∣∣∣
r
dy ≤

≤
∫

B1(0)
|∇zω1(z)|rdz ≤ C ,

we easily verify that ∫

R
N
|I2(x)|qdx ≤ εq

2
(1.9)

for h sufficiently small. Therefore (1.8) and (1.9) imply that ‖I(·)‖q → 0 as
h→ 0+ and the lemma is proved.

2

Corollary 1.1 Let 1 < q < ∞, Ω ∈ C0,1, w ∈ C1(Ω), w · n/∂Ω = 0. Let
z ∈ Lq(Ω) and w · ∇z ∈ Lq(Ω). Denote

z(x) =

{
z(x) if x ∈ Ω
0 if x ∈ R

N \ Ω .
Then

w · ∇zh → w · ∇z in Lq(Ω) ,

where fh denotes the standard mollification of f .

Proof: Let w ∈ C1(RN ) be any extension of w onto R
N (see Remark

VIII.1.3). Then by (1.4) for Ω = R
N we have for all ϕ ∈ D(RN )

〈w · ∇z, ϕ〉 = −
∫

R
N
z(w · ∇ϕ+ ϕ∇ ·w)dx =

= −
∫

Ω
z(w · ∇ϕ+ ϕ∇ ·w)dx =

∫

Ω
(∇ · (zw)− z∇ ·w)ϕdx+

+
∫

∂Ω
w · nz ϕdS =

∫

Ω
[∇ · (zw)− z ∇ ·w]ϕdx .

We used the fact that w · ∇z ∈ Lq(Ω), z ∈ Lq(Ω), w ∈ C1(Ω) imply ∇ · (zw) ∈
Lq(Ω), we may apply the Green theorem and the trace w · nz is well defined
(see Remark VIII.3.6 and Lemma VIII.3.3). So

|〈w · ∇z, ϕ〉| ≤ ‖ϕ‖q′,RN (‖∇ · (zw)‖q,Ω + ‖z∇ ·w‖q,Ω)
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and w · ∇z ∈ Lq(RN ). Lemma 1.1 yields

w · ∇zh → w · ∇z in Lq(RN )

and therefore, particularly,

w · ∇zh → w · ∇z in Lq(Ω) .

2

Remark 1.4 Let the hypothesis of Corollary 1.1 be satisfied, f ∈ Lq(Ω), 1 <
q <∞. If z is a weak solution to (1.1) in the sense of Definition 1.2, then (1.3)
holds for all ϕ ∈ Lq

′
(Ω) such that w ·∇ϕ ∈ Lq

′
(Ω). To show this, it is enough to

observe that (1.3) holds for any ϕ ∈ C∞
0 (Ω) and w ·n = 0 at ∂Ω, i.e. (1.3) holds

also for ϕ ∈ C∞
0 (Ω). This can be shown by means of Corollary 1.1, Remark 1.3

and Lemma VIII.3.3.
Similarly, if

∫

Ω
z(λϕ−w · ∇∇ϕ+ (a−∇ ·w)∇ϕ)dx =

∫

Ω
f∇ϕdx (1.10)

holds for all ϕ ∈ C∞
0 (Ω), then (1.10) holds for any ϕ ∈ W 1,q′

0 (Ω) such that
w · ∇ϕ ∈W 1,q′(Ω).

Corollary 1.2

(i) Let 1 < q < ∞, Ω ∈ C0,1, w ∈ C1(Ω), w · n/∂Ω = 0 and z ∈ Lq(Ω),
w · ∇z ∈ Lq(Ω). Then

∫

Ω
w · ∇z |z|q−2zdx = −1

q

∫

Ω
∇ ·w|z|qdx . (1.11)

(ii) Let the assumptions of (i) are satisfied and let moreover z ∈ W 1,q(Ω),
w · ∇z ∈W 1,q(Ω). Then w · ∇∇z ∈ Lq(Ω) and

∫

Ω
w · ∇

( ∂z
∂xj

)
|∇z|q−2 ∂z

∂xj
dx = −1

q

∫

Ω
∇ ·w|∇z|qdx . (1.12)

Proof: Easily, the assertion (ii) follows from (i). We show therefore only
(1.11). We have for R > diamΩc

∫

ΩR

w · ∇zh|zh|q−2zhdx =
1

q

∫

ΩR

w · ∇|zh|qdx =

= −1
q

∫

ΩR

∇ ·w|zh|qdx+
1

q

∫

∂BR(0)
w · n|zh|qdS +

1

q

∫

∂Ω
w · n|zh|qdS .

Since w · n = 0 at ∂Ω, zh ∈ Lq(Ω) and w is bounded, we have that

lim
R→∞

( ∫

∂BR(0)
w · n|zh|qdS +

∫

∂Ω
w · n|zh|qdS

)
= 0 .
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Then, Corollary 1.1 and the well–known properties of the mollifier yield (1.11).

2

We now apply the above obtained equalities in order to prove the apriori
estimates of solutions to (1.1). Although our main interest is devoted to the
study of Ω an exterior domain, due to the technique we must include also the
case Ω = R

N .

Lemma 1.2 Let 1 < q <∞, k = 0, 1, . . ., Ω = R
N or Ω ∈ C0,1. Suppose that

(i) k = 0, w ∈ C1(Ω), w · n/∂Ω = 0 (Ω 6= R
N ), a ∈ C0(Ω)

(ii) k ≥ 1, w ∈ Ck(Ω), w · n/∂Ω = 0 (Ω 6= R
N ), a ∈ Ck(Ω)

and f ∈ W k,q(Ω). Then there exists α0(k) ≥ 1 such that if z ∈ W k,q(Ω) is a
solution to (1.1), then

λ‖z‖s,q ≤ ‖f‖s,q + α0θ0‖z‖s,q s = 0, 1, . . . , k , (1.13)

where

θ0 = θ
(k)
0 (a,w) =

{
‖∇ ·w‖C0 + ‖a‖C0 k = 0

‖∇w‖Ck−1 + ‖a‖Ck k ≥ 1 .

Lemma 1.3 Let 1 < q < ∞, k = 1, 2, . . ., Ω = R
N or Ω ∈ C0,1, an exterior

domain, f ∈ W k,q(Ω). Let w ∈ Ck(Ω), w · n/∂Ω = 0 (Ω 6= R
N ), a ∈ Ck−1(Ω)

and
∇ka ∈ Lq(Ω) for kq > N

∇ka ∈ LN (Ω) for 1 < q < N .
(1.14)

Then there exists α0(k, q) ≥ 1 such that if z ∈ W k,q(Ω) is a solution to (1.1),
then

λ‖z‖s,q ≤ ‖f‖s,q + α0θi‖z‖s,q s = 0, 1, . . . , k , (1.15)

where i = 1, 2 corresponds to (1.14)1,2 and

θi = θ
(k)
i (a,w) =

{
‖∇w, a‖Ck−1 + ‖∇ka‖q i = 1

‖∇w, a‖Ck−1 + ‖∇ka‖N i = 2 .

Lemma 1.4 Let 1 < q < ∞, k = 2, 3, . . ., Ω = R
N or Ω ∈ C0,1, an exterior

domain, f ∈W k,q(Ω). Let w ∈ Ck−1(Ω), w ·n/∂Ω = 0 (Ω 6= R
N ), a ∈ Ck−1(Ω)

and1
∇kw,∇ka ∈ Lq(Ω) for (k − 1)q > N

∇kw ∈ LN (Ω),∇ka ∈ Lq(Ω) for 1 < q < N, kq > N

∇kw,∇ka ∈ LN (Ω) for 1 < q < N .

(1.16)

Then there exists α0(k, q) ≥ 1 such that if z ∈ W k,q(Ω) is a solution to (1.1),
then

λ‖z‖s,q ≤ ‖f‖s,q + α0θi‖z‖s,q s = 0, 1, . . . , k , (1.17)

1Some other combinations like a ∈ Ck(Ω), w ∈ Ck−1(Ω), ∇kw ∈ LN (Ω) etc. are also
possible. But we do not need them.
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where i = 1, 2, 3 corresponds to (1.16)1,2,3 and

θi = θ
(k)
i (a,w) =





‖∇w‖Ck−2 + ‖a‖Ck−1 + ‖∇ka,∇kw‖q i = 1

‖∇w‖Ck−2 + ‖a‖Ck−1 + ‖∇ka‖q + ‖∇kw‖N i = 2

‖∇w‖Ck−2 + ‖a‖Ck−1 + ‖∇ka,∇kw‖N i = 3 .

Lemma 1.5 Let 1 < q < ∞, k = 1, 2, . . ., Ω = R
N or Ω ∈ C0,1, an exterior

domain, f ∈W k,q
loc (Ω), ∇f ∈W k−1,q(Ω). Suppose that w ∈ Ck(Ω), w ·n/∂Ω = 0

(Ω 6= R
N ), and one of the following conditions be satisfied

a = 0

a ∈ Ck−1(Ω),∇ka ∈ LN (Ω) for 1 < q < N .
(1.18)

Then there exists α0(k, q) ≥ 1 such that

λ‖∇z‖s−1,q ≤ ‖∇f‖s−1,q + α0θ′i‖∇z‖s−1,q s = 1, 2, . . . , k (1.19)

(i) for any solution z ∈W k,q
loc (Ω) such that ∇z ∈W k−1,q(Ω) (case (1.18)1)

(ii) for any z ∈ W k,q
loc (Ω) such that ∇z ∈ W k−1,q(Ω) and such that the

Sobolev–Poincaré inequality

‖z‖ Nq
N−q

≤ C(q,N)‖∇z‖0,q

holds (case (1.18)2).

Here i = 1, 2 corresponds to (1.18)1,2, α0 is from Lemma 1.3 and

θ′i = θ
′
i
(k)(a,w) =

{
‖∇w‖Ck−1 i = 1

‖∇w, a‖Ck−1 + ‖∇ka‖N i = 2 .

Lemma 1.6 Let 1 < q < ∞, k = 1, 2, . . ., Ω = R
N or Ω ∈ C0,1, an exterior

domain, f ∈W k,q
loc (Ω), ∇f ∈W k−1,q(Ω). Suppose that w ∈ Ck−1(Ω),

∇kw ∈ LN (Ω) for 1 < q < N

∇kw ∈ Lq(Ω) for (k − 1)q > N ,
(1.20)

w · n/∂Ω = 0 (Ω 6= R
N ), and one of the following conditions be satisfied

a = 0

a ∈ Ck−1(Ω),∇ka ∈ LN (Ω) for 1 < q < N .
(1.21)

Then there exists α0(k, q) ≥ 1 such that

λ‖∇z‖s−1,q ≤ ‖∇f‖s−1,q + α0θ′i,j‖∇z‖s−1,q s = 1, 2, . . . , k (1.22)

(i) for any solution z ∈W k,q
loc (Ω) such that ∇z ∈W k−1,q(Ω) (case (1.21)1)
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(ii) for any z ∈ W k,q
loc (Ω) such that ∇z ∈ W k−1,q(Ω) and such that the

Sobolev–Poincaré inequality

‖z‖ Nq
N−q

≤ C(q,N)‖∇z‖0,q

holds (case (1.21)2).

Here i = 1, 2 corresponds to (1.21)1,2, j = 1, 2 corresponds to (1.20)1,2, α0 is
from Lemma 1.4 and

θ′i,j
(k)(a,w) =





‖∇w‖Ck−2 + ‖∇kw‖N i = 1, j = 1

‖∇w‖Ck−2 + ‖∇kw‖q i = 1, j = 2

‖∇w‖Ck−2 + ‖a‖Ck−1 + ‖∇kw‖N + ‖∇ka‖N i = 2, j = 1

‖∇w‖Ck−2 + ‖a‖Ck−1 + ‖∇kw‖q + ‖∇ka‖N i = 2, j = 2 .

Proof of Lemmas 1.2–1.6: Differentiating (1.1) we find

λ∇rz = −w · ∇(∇rz)−
∑

i+j=r

1≤j≤r−1

∇iw · ∇∇jz −∇rw · ∇z −∇raz −

−
∑

i+j=r

0≤i≤r−1

∇ia∇jz +∇rf (1.23)

r = 0, 1, . . . , s, a.e. in Ω. We multiply (1.23) scalarly by |∇rz|q−2∇rz, integrate
over Ω and get

λ‖∇rz‖qq ≤
6∑

i=1

Ii .

Applying Corollary 1.2 and the Hölder inequality we can estimate each term as
follows

I1 =
∣∣∣
∫

Ω
w · ∇(∇rz) : (|∇rz|q−2∇rz)dx

∣∣∣ ≤ 1
q
‖∇ ·w‖C0‖∇rz‖qq (1.24)

I2 =
∣∣∣
∫

Ω

∑

i+j=r

0≤j≤r−1

∇iw · ∇(∇jz) : (|∇rz|q−2∇rz)dx
∣∣∣ ≤

≤ C(r)‖∇w‖Cr−1‖∇z‖qr−1,q
(1.25)

I3 =
∣∣∣
∫

Ω
(∇rw · ∇z) : (|∇rz|q−2∇rz)dx

∣∣∣ ≤

≤





‖∇rw‖Cr−1‖∇z‖qr−1,q 1 < q <∞
‖∇rw‖N‖∇z‖ Nq

N−q
‖∇rz‖q−1q 1 < q < N

‖∇rw‖q‖∇z‖C0‖∇rz ‖q−1q 1 < q <∞

(1.26)

I4 =
∣∣∣
∫

Ω
z ∇ra : (|∇rz|q−2∇rz)dx

∣∣∣ ≤

≤





‖∇ra‖C0‖z‖qr,q 1 < q <∞
‖∇ra‖N‖z‖ Nq

N−q
‖∇rz‖q−1q 1 < q < N

‖∇ra‖q‖z‖C0‖∇rz ‖q−1q 1 < q <∞

(1.27)
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I5 =
∣∣∣
∫

Ω

∑

i+j=r

0≤i≤r−1

(∇ia∇jz) : (|∇rz
∣∣∣
q−2

∇rz) dx| ≤

≤ C(r)‖a‖Cr−1‖∇z‖qr−1,q
(1.28)

I6 =
∣∣∣
∫

Ω
∇rf : (|∇rz|q−2∇rz)dx

∣∣∣ ≤ ‖∇rf‖q‖∇rz‖q−1q . (1.29)

In order to prove Lemma 1.2, let k = 0 first. Then r = 0 and I2 = I4 = 0.
We sum up (1.24), (1.26)1, (1.28), (1.29) and get (1.13) with s = 0. Next, for
k ≥ 1 we use (1.27)1, sum it up with (1.24), (1.25), (1.26)1, (1.28) and (1.29)
for r = 0, 1, . . . , s and get (1.13). Lemma 1.2 is proved.
To show Lemma 1.3 we use for s = k the estimate (1.27)2 if 1 < q < N and

(1.27)3 if kq > N and apply the Sobolev imbedding theorem (see Theorems
VIII.1.2, VIII.1.3). Summing up (1.24)–(1.29) we get (1.15).
Next, let k ≥ 2. For s = k we use the estimate (1.26)2 (for 1 < q < N) or

(1.26)3 (for (k− 1)q > N) and apply the Sobolev imbedding theorems VIII.1.2,
VIII.1.3. Summing up (1.24)–(1.29) we get (1.17) which proves Lemma 1.4.
Further, let us observe that if a = 0, then (1.19) easily follows by summing

up (1.24), (1.26), (1.25) and (1.29). If a 6= 0, we use (1.27)2 together with
the Sobolev–Poincaré inequality. The estimate (1.19) follows by summing up
(1.24)–(1.29) for r = 1, 2, . . . , s.
Finally, combining the proofs of Lemmas 1.4 and 1.5 we get Lemma 1.6.

2

IV.2 Existence of solution

This section is devoted to the construction of solutions to (1.1). We first con-
struct the solution in the whole R

N and then take its restriction onto Ω — this
restriction evidently solves (1.1) in Ω. The following lemma enables to extend
the data onto R

N .

Lemma 2.1 Let Ω ⊂ R
N (exterior or bounded) domain of class C0,1. For any

s = 0, 1, . . . , k and p(s)1 , . . . , p
(s)
k−1 , 1 < p

(s)
i < ∞, we define Xs(Ω) the Banach

space of functions with finite norm

‖v‖Xs(Ω) = ‖v‖Cs(Ω) +
k−s∑

i=1

‖∇i+sv‖
p
(s)
i

and for 1 < pi <∞ we define X(Ω) as a space of functions with finite norm

‖v‖X(Ω) =
k∑

i=1

‖∇iv‖pi .

Let pk−s ≥ pk−s−1 ≥ . . . ≥ p1 (or pk ≥ pk−1 ≥ . . . ≥ p0). Then there exists
a common extension E from X(Ω) to X(RN ) and Xs(Ω) to Xs(R

N ), s =
0, 1, . . . , k, respectively. It means that

‖Eu‖X(RN ) ≤ C(k,Ω, {pi})‖u‖X(Ω)
‖Eu‖Xs(R

N ) ≤ C(k, s,Ω, {pi})‖u‖Xs(Ω) .
(2.1)
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In particular
‖Eu‖Xk(R

N ) ≤ C(k,Ω)‖u‖Xk(Ω) . (2.2)

Proof: It is an easy consequence of Lemma VIII.1.7 and Remark VIII.1.3.

2

We start with the construction of solutions in R
N .

Lemma 2.2 Let k = 0, 1, . . ., a ≡ 0, w, f ∈ C∞
0 (R

N ). If α0(k)θ
(k)
0 (0,w) < λ,

then there exists a unique z ∈ ∩1<q<∞W k,q(RN ), the solution to (1.1), which
satisfies the estimate

‖z‖k,q ≤
‖f‖k,q
λ− α0θ0

∀ 1 < q <∞ (2.3)

with α0, θ0 from Lemma 1.2.

Proof: Let ε > 0. We consider the problem

((zε, ϕ)) ≡
∫

R
N
(ε∇zε∇ϕ+ λzεϕ+w · ∇zεϕ)dx =

∫

R
N
fϕdx (2.4)

for all ϕ ∈ C∞
0 (R

N ). Provided

1

2
‖∇ ·w‖C0 < λ (2.5)

the bilinear form ((·, ·)) is continuous and coercive on W 1,2(RN ); namely

((z, z)) ≥ ε‖∇z‖22 + (λ− 1
2
‖∇ ·w‖C0)‖z‖22 .

Therefore, under the assumption (2.5) there exists a unique zε ∈W 1,2(RN ), the
solution to (2.4). This solution satisfies

−ε∆zε + λzε = f −w · ∇zε (2.6)

in the sense of distributions. Moreover, as f − w · ∇zε ∈ L2(RN ), the local
regularity of elliptic systems (see [AgDoNi]) gives zε ∈W 2,2

loc (R
N ) and, on boot-

strapping, zε ∈ C∞(RN ).
Since w, f ∈ C∞

0 (R
N ) and zε ∈ C∞(RN ), we see that

g ≡ f −w · ∇zε ∈W k,q(Ω) ∀k ∈ N
+
0 , q ∈ [1;∞] .

Applying the Fourier transform in (2.6) we see that a (generally different) so-
lution to (2.6), z̃ε, can be written as

z̃ε = F−1
( F(g)
ε|ξξ|2 + λ

)
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and therefore, by the Marcinkiewicz multiplier theorem (see Theorem II.3.2) we
have z̃ε ∈W k,q(RN ) for all k ∈ N

+
0 , q ∈ (1,∞). ButW 1,2(RN ) is the uniqueness

class and therefore z̃ε = zε. Further we estimate zε. We have

−ε∆∇rzε + λ∇rzε = ∇rf −w · ∇∇rzε −
∑

i+j=r

0≤j≤r−1

∇iw · ∇∇jzε (2.7)

for any r = 0, 1, . . . , k. Similarly as in Lemmas 1.2–1.6 we can get

ε(q − 1)
k∑

r=0

∫

R
N
|∇r+1zε|2|∇rzε|q−2dx+ λ‖zε‖qk,q ≤

≤ ‖f‖k,q‖zε‖q−1k,q + α0(k)θ
(k)
0 (0,w)‖zε‖qk,q .

(2.8)

The hypothesis (2.5) is trivially satisfied if α0θ0 < λ. From (2.8) we deduce

‖zε‖k,q ≤
‖f‖k,q

λ− α0(k)θ
(k)
0 (0,w)

, 1 < q <∞ , (2.9)

i.e. an estimate independent of ε. From (2.9) we easily get that for any 1 < t0 <
t1 <∞ there exists z ∈W k,t0(RN ) ∩W k,t1(RN ) such that

zεn ⇀ z in W k,q(RN ) ∀q ∈ [t0; t1]
εzεn → 0 in W k+1,2(RN )

at least for a chosen subsequence εn → 0+. The diagonalisation procedure yields

zεk
⇀ z in W k,q(RN ) ∀q ∈ (1,∞) ,

at least for a chosen subsequence εk → 0+. Easily z solves (1.1) and from
Lemma 1.2 we conclude (2.3). Since the solution is unique in the class where
(2.3) holds, we even conclude that the whole sequence zε ⇀ z in W k,q(RN ).

2

Next we weaken the assumptions on w

Lemma 2.3 Let k = 0, 1, . . ., a ≡ 0, f ∈ C∞
0 (R

N ), w ∈ C1B(R
N ) (k = 0)

or w ∈ CkB(R
N ) (k ≥ 1). If α0(k)θ(k)0 (0,w) < λ, then there exists a unique

z ∈ ∩1<q<∞W k,q(RN ), the solution to (1.1), which satisfies (2.3).

Proof: Let ε > 0, ηR the usual cut–off function (see Section VIII.2) and
denote

wR,ε = (wηR)ε ,

i.e. the mollification of wηR. Then wR,ε ∈ C∞
0 (R

N ) and evidently wR,ε → wηR
in CkB(R

N ), θ(k)0 (0,wR,ε) → θ
(k)
0 (0,wηR) as ε → 0+. Finally θ(k)0 (0,wηR) →

θ
(k)
0 (0,w) as R→ ∞. Therefore if α0(k)θ(k)0 (0,w) < λ, there exist R0 > 0 such
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that α0(k)θ
(k)
0 (0,wηR) < λ for R > R0 and ε0(R) > C(R0) > 0 such that

α0(k)θ
(k)
0 (0,wR,ε) < λ for 0 < ε < ε0(R). We consider the problem

λz +wR,ε · ∇z = f

with R, ε satisfying α0(k)θ
(k)
0 (0,wR,ε) < λ. From Lemma 2.2 we conclude the

existence of a unique solution zR,ε which satisfies

‖zR,ε‖k,q ≤
‖f‖k,q

λ− α0(k)θ
(k)
0 (0,wε,R)

1 < q <∞ . (2.10)

We pass with ε→ 0+ and R→ ∞ and get as in Lemma 2.2

zR,ε ⇀ zR in W k,q(RN ) as ε→ 0+

zR ⇀ z in W k,q(RN ) as R→ ∞ ,

at least for chosen subsequences. The limit function z satisfies for all functions
ϕ ∈ C∞

0 (R
N )

∫

R
N
[λz ϕ− z(w · ∇ϕ−∇ ·wϕ)]dx =

∫

R
N
fϕdx ,

i.e. z is a weak solution to (1.1)a=0. As any weak solution is the strong solution
(see Remark 1.3) and z ∈ W k,q(RN ), we conclude (2.3) from Lemma 1.2. The
proof is complete.

2

We keep for a moment f ∈ C∞
0 (R

N ) but we add the function a.

Lemma 2.4 Let f ∈ C∞
0 (R

N ) and k, a, w and q satisfy the assumptions of

Lemma 1.2 with Ω = R
N . Let α0(k)θ

(k)
0 (a,w) < λ. Then there exists a unique

z ∈ ∩1<t<∞W k,t(RN ), the solution to (1.1), which satisfies the estimate

‖z‖s,t ≤
‖f‖s,t
λ− α0θ0

∀s = 0, 1, . . . , k , t ∈ (1,∞) . (2.11)

Proof: Let us consider the equation

λz −w · ∇z = f − aτ in R
N (2.12)

with τ ∈ W k,t0(RN ) ∩ W k,t1(RN ), 1 < t0 < t1 < ∞ and w, a satisfying
α0θ0 < λ. Using the standard density property together with Lemma 2.3 we
show that there a exists unique zτ ∈ W k,t0(RN ) ∩W k,t(RN ), the solution to
(2.12) satisfying the estimate

λ‖z‖k,q ≤ ‖f‖k,q + α0(k)θ(k)0 (0,w)‖z‖k,q + ‖a‖Ck‖τ‖k,q ∀q ∈ [t0; t1] .

Therefore the operator T :W k,t0(RN ) ∩W k,t1(RN ) 7→W k,t0(RN ) ∩W k,t1(RN )
which assigns to τ zτ , the solution to (2.12), is well defined. We shall show
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that T is a contraction operator. Let τ1 and τ2 be two different functions from
W k,t0(RN ) ∩W k,t1(RN ) and z1, z2 the corresponding solutions. Then

λ‖z1 − z2‖k,q ≤ α0(k)θ
(k)
0 (0,w)‖z1 − z2‖k,q + ‖a‖Ck‖τ1 − τ‖k,q .

As α0(k) ≥ 1 and α0(k)(‖a‖Ck + θ
(k)
0 (0,w)) < λ, we have

‖a‖Ck <
λ− α0(k)θ

(k)
0 (0,w)

α0(k)
≤ λ− α0(k)θ

(k)
0 (0,w)

and the operator T is contraction in W k,q(RN ) for any q ∈ [t0; t1]. Denote by
z its (unique) fixed point. Then z ∈ W k,q(RN ), t0 ≤ q ≤ t1, and solves (1.1).
Since t0, t1 can be taken arbitrarily and Lemma 1.2 guarantees (2.11), Lemma
2.4 is proved.

2

We are now in a position to prove the existence of solution to (1.1) for
f ∈W k,q(RN ) and for Ω an exterior domain in R

N .

Theorem 2.1

(i) Let q, k, Ω a, w and f satisfy the assumptions of Lemma 1.2. Then there
exists α(k) ≥ α0(k) such that if

α(k)θ(k)0 (a,w) < λ ,

then there exists a unique solution z ∈W k,q(Ω) to the problem (1.1) which
satisfies the estimate

‖z‖k,q ≤
‖f‖k,q
λ− α0θ0

(2.13)

(for the definition of α0 see Lemma 1.2). If Ω = R
N , then α = α0.

(ii) If moreover f ∈W l,q
0 (Ω) for some l = 1, 2 . . . , k and

(w,∇w, . . .∇l−1w)/∂Ω = 0

in the sense of traces, then also z ∈W l,q
0 (Ω).

Proof: Let us first note that it is enough to prove the theorem for Ω = R
N .

Suppose that the theorem holds true for Ω = R
N , i.e. there exists A > 0 such

that for anyW, A satisfying

Aθ(k)0 (A,W) < λ

and F ∈W k,q(RN ) there exists Z ∈W k,q(RN ), solution to the problem

λZ +W · ∇Z +AZ = F in R
N .
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Let us extend w, a and f to the whole R
N due to Lemma 2.1 and denote

their extensions by W, A and F , respectively. Moreover, from (2.1) and (2.2)
it follows that

θ
(k)
0 (A,W) ≤Mθ

(k)
0 (a,w) .

Suppose that w, a satisfy

max{α0,AM}θ(k)0 (a,w) < λ .

Then certainly

Aθ(k)0 (A,W) < λ

and according to our assumptions, there exists Z ∈W k,q(RN ), a unique solution
to (1.1) in R

N . Then z = Z/Ω belongs to W
k,q(Ω) and solves the transport

equation (1.1) in Ω. In particular α0(k)θ
(k)
i (a,w) < λ and (2.13) follows from

Lemma 1.2.
Now the statement (i) for Ω = R

N follows easily from Lemma 2.4 by the
standard density argument. To prove (ii), let us observe that we have at ∂Ω

w · ∇z = (w · t)(t · ∇z) + (w · n)(n · ∇z)

with t and n the tangent and normal vectors to ∂Ω, respectively. If l = 1, then
(w · n) = (w · t) = 0 at ∂Ω and from (1.1) we see that

(λ− a)z = 0

in the sense of traces at ∂Ω. As λ > ‖a‖C0 , we have z = 0 at ∂Ω. For higher
derivatives we proceed analogously.

2

Theorem 2.2

(i) Let q, k, Ω a, w and f satisfy the assumptions of Lemma 1.3. Moreover,
for (1.14)1, let ∇a ∈W k−1,q(Ω). Then there exists α(k, q) ≥ α0(k, q) such
that if

α(k, q)θ(k)i (a,w) < λ

(i = 1, 2, see Lemma 1.3), then there exists a unique solution z ∈W k,q(Ω)
to the problem (1.1) satisfying the estimate

‖z‖k,q ≤
‖f‖k,q
λ− α0θi

. (2.14)

If Ω = R
N , then α = α0.

(ii) If moreover f ∈W l,q
0 (Ω) for some l = 1, 2 . . . , k and

(w,∇w, . . .∇l−1w)/∂Ω = 0

in the sense of traces, then also z ∈W l,q
0 (Ω).
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Proof: Analogously to Theorem 2.1 we can show that it is sufficient to
prove the statement (i) for Ω = R

N and use Lemma 2.1 in the case of Ω 6= R
N .

Let us start with ∇a ∈W k−1,q(RN ), kq > N .
Let ζR be the Sobolev cut–off function with R > e, see Section VIII.2. Put

aR,ε = (aζR)ε, ε > 0 (the mollification). Then aR,ε ∈ C∞
0 (R

N ) and for fixed
R > ε

aR,ε → aζR in Ck−1B (RN )

∇k(aR,ε)→ ∇k(aζR) in Lq(RN )

}
as ε→ 0+ .

Therefore θ(k)1 (aR,ε,w)→ θ
(k)
1 (aζR,w) as ε→ 0+. Since ∇a ∈W k−1,q(RN ), we

have also due to Lemma VIII.2.2

‖∇kuζR‖q → ‖∇ku‖q
‖∇k−lu ∇lζR‖q → 0 l = 1, 2, . . . , k

}
as R→ ∞ (2.15)

and therefore
‖∇k(uζR)‖q → ‖∇ku‖q as R→ ∞ .

Moreover
‖aζR‖Ck−1 → ‖a‖Ck−1 as R→ ∞

and therefore
θ
(k)
1 (aζR,w)→ θ

(k)
1 (a,w) as R→ ∞ .

Let w, a be such that α0(k, q)θ
(k)
1 (a,w) < λ. Then there exists R0 such that

for any R > R0
α0(k, q)θ

(k)
1 (aζR,w) < λ .

Furthermore, for any R > R0 there exists ε0(R) ≥ C0(R0) > 0 such that for
any 0 < ε < ε0(R)

α0(k, q)θ
(k)
1 (aR,ε,w) < λ . (2.16)

Let us consider the problem

z +w · ∇z + aR,εz = f (2.17)

for ε, R discussed above. Now two possibilities may happen

a) w, aR,ε are such that α0(k, q)θ
(k)
1 (aR,ε,w)+α

(0)
0 (k)θ

(k)
0 (aR,ε,w) < λ, α(0)0 ,

θ
(k)
0 are defined in Lemma 1.2. Then by Theorem 2.1 there exists a unique
solution zR,ε ∈W k,q(RN ) and according to Lemma 1.3

‖zR,ε‖k,q ≤
‖f‖k,q

λ− α0(k, q)θ
(k)
1 (aR,ε,w)

(2.18)

b) if α0(k, q)θ
(k)
1 (aR,ε,w)+α

(0)
0 (k)θ

(k)
0 (aR,ε,w) ≥ λ, then there exists λ0 > λ

such that α0(k, q)θ
(k)
1 (aR,ε,w)+α

(0)
0 (k)θ

(k)
0 (aR,ε,w) < λ0. Let us consider

the equation

λ0z +w · ∇z + aR,εz = f + (λ0 − λ)τ (2.19)
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for τ ∈W k,q(RN ). Applying Theorem 2.1 to (2.19) we easily conclude that
there exists a unique solution zτR,ε to (2.19) together with the estimate

(λ0 − α0(k, q)θ
(k)
1 (aR,ε,w))‖zτR,ε‖k,q ≤ ‖f‖k,q + (λ0 − λ)‖τ‖k,q . (2.20)

From (2.16) we have λ0−α0(k, q)θ(k)1 (aR,ε,w) > λ0−λ and therefore (2.19)
defines a linear mapping τ 7→ zτR,ε which is due to (2.20) contraction in

W k,q(RN ). We denote its unique fixed point zR,ε and from Lemma 1.3 we
conclude that it satisfies the estimate (2.18).

We may therefore pass with ε → 0+ and then with R → ∞ to get z ∈
W k,q(RN ) such that

zR,ε ⇀ zR in W k,q(RN ) as ε→ 0+

zR ⇀ z in W k,q(RN ) as R→ ∞ ,

at least for chosen subsequences. Moreover, it is an easy matter to verify that
the function z satisfies

∫

R
N
z(λϕ−w · ∇ϕ+ (a−∇ ·w)dx =

∫

R
N
fϕdx (2.21)

for all ϕ ∈ C∞
0 (R

N ) together with the estimate

‖z‖k,q ≤
‖f‖k,q

λ− α0(k, q)θ
(k)
1 (a,w)

, (2.22)

i.e. z is a weak (and therefore also a strong) solution to (1.1).
The proof of the statement (i) for ∇ka ∈ LN (RN ) can be done analogously.

Only instead of (2.15) we have

‖∇kaζR‖N → ‖∇ka‖N as R→ ∞
‖∇k−ja∇jζR‖N → 0 as R→ ∞ , j = 1, 2, . . . , k

due to the properties of the Sobolev cut–off function (see Section VIII.2). We
have namely for l ≥ 2 that ∇lζR is in LN (R

N ) bounded by a constant which
tends to 0 as R → ∞. The uniqueness follows from the estimate (2.22). The
statement (ii) can be shown as in Theorem 2.1.

2

Remark 2.1 Let us note that for k ≥ 2, kq > N we can weaken the assumpti-
ons on a. Let mq ≥ N . Then it is enough to take ∇k−m+2a ∈ Wm−2,q(Ω) for
m ≤ k − 2 and to proceed as above. Indeed,

‖∇k−1a∇ζR‖q + . . .+ ‖∇k−m+1a∇m−1ζR‖q → 0

due to Lemma VIII.2.2 and

‖∇k−ma∇mζR‖q + . . .+ ‖a∇kζR‖q → 0

due to the fact that ‖∇mζR‖q → 0 as R→ ∞.
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Theorem 2.3

(i) Let q, k, Ω a, w and f satisfy the assumptions of Lemma 1.4. Moreover,
let ∇a ∈ W k−1,q(Ω) if kq > N and ∇w ∈ W k−1,q(Ω) if (k − 1)q > N .
Then there exists α(k, q) ≥ α0(k, q) such that if

α(k, q)θ
(k)
i (a,w) < λ

(i = 1, 2, 3, see Lemma 1.4), then there exists a unique solution z ∈
W k,q(Ω) to the problem (1.1) satisfying the estimate

‖z‖k ≤
‖f‖k,q
λ− α0θi

. (2.23)

If Ω = R
N , then α = α0.

(ii) If moreover f ∈W l,q
0 (Ω) for some l = 1, 2 . . . , k and

(w,∇w, . . .∇l−1w)/∂Ω = 0

in the sense of traces, then also z ∈W l,q
0 (Ω).

Proof: It is essentially the same as the proof of Theorem 2.2; instead of
aR,ε we take wR,ε ∈ C∞

0 (R
N ), use Theorem 2.2 for the existence and pass with

ε→ 0+, R→ ∞. Instead of Lemma 1.3, we apply Lemma 1.4.

2

Remark 2.2 Similarly as in Remark 2.1, we can weaken the assumptions on
w if k ≥ 2 and (k − 1)q > N .

Remark 2.3 We can prove even a bit stronger version of the uniqueness. We
have:
Let 1 < p, q <∞. Let z1 ∈ Lq(Ω) and z2 ∈ Lp(Ω) be two (apriori different)

weak solutions to (1.1) with f ∈ Lq(Ω) ∩ Lp(Ω). Let w, a satisfy assumptions
(i) of Lemma 1.2 and α0θ

(0)
0 (a,w) < λ. Then z1 = z2 a.e. in Ω.

Proof: Again, it is enough to consider Ω = R
N . Let fn ∈ C∞

0 (Ω) be a
sequence such that fn → f in Lq(Ω)∩Lp(Ω) and zn denotes the unique solution
(by Lemma 2.4) to

λz +w · ∇z + az = fn .
But fn → f in Lq(Ω)∩Lp(Ω) and Lq(Ω) and Lp(Ω), respectively, are uniqueness
classes, hence zn → z1 in Lp(Ω) and zn → z2 in Lq(Ω), i.e. z1 = z2 a.e. in R

N .

2

Theorem 2.4 Let a, k, Ω, a, w and f satisfy the assumptions of Lemma 1.5.
Moreover, let f ∈ Lp(Ω), 1 < p <∞. Then there exists α(k, q) ≥ α0(k, q) such
that if

α(k, q)θ′i
(k)(k, q) < λ (2.24)
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(i = 1, 2, see Lemma 1.5) then there exists unique solution z ∈ Lp(Ω) such that
∇z ∈W k−1,q(Ω) satisfying the estimates

‖z‖p ≤
‖f‖p

λ− α0θ0

‖∇z‖k−1,q ≤
‖∇f‖k−1,q
λ− α0θ′i

.
(2.25)

If Ω = R
N , then α = α0.

Proof: Let us note that there exists a sequence fn ∈ C∞
0 (Ω) such that

∇fn → ∇f in W k−1,q(Ω)

fn → f in Lp(Ω) .

Moreover, (2.24) implies that α0θ
(0)
0 (a,w) < λ, α0, θ

(0)
0 (a,w) from Lemma 1.2.

Therefore for any n ∈ N there exists zn, solution to

λz +w · ∇z + az = fn in Ω

(see Theorems 2.1 and 2.2) and Lemmas 1.2 and 1.5 imply

‖zn‖p ≤
‖fn‖p

λ− α0(0)θ
(0)
0 (a,w)

‖∇zn‖k−1,q ≤
‖fn‖k−1,q

λ− α0(k, q)θ′i
(k)(a,w)

,

i = 1, 2. Passing with n → ∞ and recalling that zn ⇀ z in Lp(Ω), ∇zn ⇀ ∇z
in W k−1,q(Ω) (the whole sequences) we easily verify that z solves (1.1). The
estimates (2.25) follow from Lemmas 1.2 and 1.5.2

2

Theorem 2.5 Let a, k, Ω, a, w and f satisfy the assumptions of Lemma 1.6.
Moreover, let f ∈ Lp(Ω), 1 < p <∞. Then there exists α(k, q) ≥ α0(k, q) such
that if

α(k, q)θ′i,j
(k)

< λ (2.26)

(i, j = 1, 2, see Lemma 1.6) then there exists unique solution z ∈ Lp(Ω) such
that ∇z ∈W k−1,q(Ω) satisfying the estimates

‖z‖p ≤
‖f‖p

λ− α0θ0

‖∇z‖k−1,q ≤
‖∇f‖k−1,q
λ− α0θ′i,j

.
(2.27)

If Ω = R
N , then α = α0.

2Let us note that if z ∈ Lp(Ω), 1 < p < ∞, and ∇z ∈ W k−1,q(Ω), 1 < q < N , then the
Sobolev–Poincaré inequality ‖z‖ Nq

N−q

≤ C(q, N)‖∇z‖q holds.
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Proof: It is essentially the same as the proof of Theorem 2.4.

2

We finish this section by studying the weighted estimates of solutions to
(1.1). Let g : Ω 7→ R be a weight function such that

g ∈ Ck(Ω) , g > 0 in Ω (2.28)

and denote
θ
(k)
(g),0(a,w) = θ

(k)
0 (a−w · ∇ ln g,w) . (2.29)

Let us suppose that θ(k)(g),0(a,w) <∞. We define W̃ k,q
(g) (Ω) as follows

u ∈ W̃ k,q
(g) (Ω)⇐⇒ ug ∈W k,q(Ω) . (2.30)

Then W̃ k,q
(g) (Ω) is a Banach space with

‖u‖k,q,(g) = ‖ug‖k,q . (2.31)

Moreover we suppose that g is such that

W̃ k,q
(g) (Ω) ⊂W k,q(Ω) , (2.32)

i.e. g ≥ C1 as |x| → ∞, g ≥ C2 as |x| → ∂Ω and the same assumptions on the
derivatives of g. Then we have

Theorem 2.6 Let k, q, Ω, a, w, f satisfy the assumptions of Theorem 2.1.
Let g be such that (2.28)–(2.30) hold. Let f ∈ W̃ k,q

(g) (Ω) and

α0(k)(θ
(k)
(g),0 + θ

(k)
0 )(a,w) < λ . (2.33)

Let z ∈ W k,q(Ω) be the solution to (1.1) guaranteed by Theorem 2.1. Then
z ∈ W̃ k,q

(g) (Ω) and

‖z‖k,q,(g) ≤
‖f‖k,q,(g)
λ− α0θ(g),0

. (2.34)

Proof: Let us solve

λξ +w · ∇ξ + (a−w · ∇ ln g)ξ = fg in Ω. (2.35)

Theorem 2.1 guarantees the existence of a unique solution to (2.34) in W k,q(Ω)
together with the estimate

‖ξ‖k,q ≤
‖fg‖k,q

λ− α0(k)θ
(k)
(g),0(a,w)

. (2.36)

The function η = ξ
g ∈ W̃ k,q

(g) (Ω) ⊂W k,q(Ω) and solves

λη +w · ∇η + aη = f . (2.37)

But denoting by z the unique solution to (2.36) in W k,q(Ω), we easily deduce
that η = z i.e. ξ = zg. The estimate (2.34) follows from (2.36).

2



V
Existence of solutions in Sobolev

spaces

This chapter is devoted to the construction of solutions to the problem (I.4.14)–
(I.4.15) in two and three space dimensions. We shall combine results from the
last two chapters — the estimate on the modified Oseen problem and transport
equation. In the following chapter we then prove some auxiliary estimates in
order to study the asymptotic structure of solutions. The method of demon-
stration is a perturbativ one — we study only small perturbations with respect
to the rest state u = 0, p = const caused by a small external force and by
a small velocity prescribed at infinity. The method is based on the following
version of the Banach fixed point theorem (see e.g. [Vi])

Theorem 0.1 Let X, Y be Banach spaces such that X is reflexive and X →֒ Y .
Let H be non–empty, closed, convex and bounded subset of X and letM : H 7→
H be a mapping such that

‖M(u)−M(v)‖Y ≤ κ‖u− v‖Y ∀u, v ∈ H ,

0 ≤ κ < 1. ThenM has a unique fixed point in H.

Proof: Let un ∈ H be a sequence strongly convergent to u in Y . As H is
weakly closed and X is reflexive, there exists {unk

}, subsequence chosen from
{un}, and v ∈ H such that unk

⇀ v in X. But X →֒ Y and therefore unk
⇀ v

in Y . The uniqueness of the weak limit implies u = v and therefore u ∈ H. We
see that H is closed in Y and the result follows from the Banach fixed point
theorem.

2

We shall study separately the three– and twodimensional flows.

V.1 Threedimensional flow

We shall prove several existence theorems under different assumptions on the
right hand side f . We start with some auxiliary lemmas.

Lemma 1.1 Let Ω be an exterior domain in R
3 of class C0,1. Then we have

‖u‖∞ ≤ C‖u‖
2
5
4 |u|

3
5
2,2 + C(ε)‖u‖

2
5
+ε
4 |u|

3
5
−ε
2,2 (1.1)

182
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u ∈ L4(Ω) ∩D2,2(Ω), 0 < ε ≤ 3
5

‖u‖∞ ≤ C‖u‖1−αq |u|α1,p + C(ε)‖u‖1−α+εq |u|α−ε1,p (1.2)

u ∈ Lq(Ω) ∩D1,p(Ω), p > 3, 1 < q <∞, α = 3p
3p+pq−3p , 0 < ε ≤ α

‖u‖p ≤ C‖u‖αq |u|1−α1,p (1.3)

u ∈ Lq(Ω) ∩D1,p(Ω), p > 3, 1 ≤ q ≤ p, α = 3(p−q)
3p+pq−3q

‖u‖4 ≤ C‖u‖
7p−12
10p−12

2 |u|
3p

10p−12

1,p (1.4)

u ∈ L2(Ω) ∩D1,p(Ω), p > 12
7

‖u‖ 2p
p−2

≤ C‖u‖1−α4 |u|α1,p (1.5)

u ∈ L4(Ω) ∩D1,p(Ω), α = 12−3p
7p−12 ,

12
5 < p ≤ 4.

Proof: It is a consequence of Theorem VIII.1.13 and Remark VIII.1.10.

2

Let us recall that we study the following system

A(u) + β
∂u

∂x1
+∇π = N(f ,T(u), p(π,u),u)

∇ · u = 0




in Ω

u→ 0 as |x| → ∞
u = −v∞ at ∂Ω

(1.6)

p+ ((u+ v∞) · ∇)p = π (1.7)

T+ ((u+ v∞) · ∇)T+G(∇u,T) = 2ηD(u) , (1.8)

i.e. we search a fixed point of the operatorM : (w, s)→ (u, π), where

A(u) + β
∂u

∂x1
+∇π = F(f ,T(w), p(s,w),w)

∇ · u = 0
u→ 0 as |x| → ∞
u = −v∞ at ∂Ω

(1.9)

and
p+ ((w + v∞) · ∇)p = s (1.10)

T+ ((w + v∞) · ∇)T+G(∇w,T) = 2ηD(w) . (1.11)

Moreover

N(f ,T, p,w) = f +∇ ·
[
F(∇w,T) + p(∇w)T − ((w · ∇)w)⊗w−

−w ⊗w − β
( ∂w
∂x1

⊗w + ((w · ∇)w)⊗ e1
)
+ f ⊗ (w + βe1)

]
≡ f +∇ · g ,

(1.12)
where F(·, ·) and G(·, ·) are bilinear functions, v∞ = const = βe1.
We first start with the right hand side f ∈ D−1,2

0 (Ω)∩W k,2(Ω), k ≥ 2. From
Theorem IV.2.3 we have
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Corollary 1.1 Let Ω ∈ C0,1 be an exterior domain in R
3. Let ‖∇w‖Ck−2,

|w|k,3 and v∞ = βe1 be sufficiently small. Then for k ≥ 2 the solution to
(1.10) and (1.11) satisfies

‖T‖k,2 ≤ C‖∇w‖k,2
‖p‖k,2 ≤ C‖s‖k,2 .

(1.13)

Next we study the modified Oseen problem (1.9). We first need some esti-
mates of the right hand side.

Lemma 1.2 Let Ω ∈ C0,1 be exterior domain in R
3, l ≥ 2. Then for u, v

sufficiently smooth we have

‖uv‖l,2 ≤ ‖u‖l,2‖v‖l,2 (1.14)

u, v ∈W l,2(Ω)
‖uv‖1,2 ≤ ‖u‖1,2‖v‖2,2 (1.15)

u ∈W 1,2(Ω), v ∈W 2,2(Ω)

‖uv‖l,2 ≤ (‖u‖4 + ‖∇u‖l−1,2)‖v‖l,2 (1.16)

u ∈ L4(Ω), ∇u ∈W l−1,2(Ω), v ∈W l,2(Ω)

‖uv‖1,2 ≤ (‖u‖4 + ‖∇u‖2)‖v‖2,2 (1.17)

u ∈ L4(Ω), ∇u ∈ L2(Ω), v ∈W l,2(Ω)

‖uv‖l,2 ≤ (‖u‖4 + ‖∇u‖l−1,2)(‖v‖4 + ‖∇v‖l−1,2) (1.18)

u, v ∈ L4(Ω), ∇u,∇v ∈W l−1,2(Ω)

‖uv‖1,2 ≤ (‖u‖4 + ‖∇u‖2)(‖v‖4 + ‖∇v‖1,2) (1.19)

u, v ∈ L4(Ω), ∇u ∈ L2(Ω), ∇v ∈W 1,2(Ω).

Proof: The inequality (1.14) follows directly by means of the imbeddings
‖u‖∞ ≤ C‖u‖2,2, ‖u‖4 ≤ C‖u‖1,2, while for (1.16), (1.18) we also apply Lemma
1.1, inequality (1.1). Similarly we show the other inequalities with l = 1.

2

We can now prove the first existence theorem:

Theorem 1.1 Let f ∈ D−1,2
0 (Ω) ∩W k,2(Ω), k ≥ 2, Ω ∈ Ck+1 and let β0 and

|f |−1,2 + ‖f‖k,2 be sufficiently small. Then for any 0 < β ≤ β0 there exists a
solution to the system (1.6)–(1.8) such that

u ∈ L4(Ω) , ∇u, π, p ∈W k,2(Ω) .1

1Let us recall (see Chapter I) that π plays the role of the effective pressure; the real pressure
is p.
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Proof: We define the operatorM : Vk 7→ Vk

Vk = {(u, p);u ∈ L4(Ω),∇u, π ∈W k,2(Ω)} ,

M : (w, s) → (u, π), where the pair (u, π) solves (1.9) and T, p solves the
transport equations (1.10) and (1.11) with G(·, ·) a bilinear tensor function.
We denote for (u, π) ∈ Vk

‖(u, π)‖V k = β
1
4 ‖u‖4 + ‖∇u‖k,2 + ‖π‖k,2

and show first that for sufficiently small δ > 0 the operatorM maps

Bδ = {(u, π) ∈ Vk; ‖(u, π)‖V k ≤ δ}

into itself.

Applying Theorem III.5.3 (i) we get (see (1.12))

‖(u, π)‖V k ≤ C(|N|−1,2 + ‖N‖k−1,2 + ‖v∞‖k+ 3
2
,2,(∂Ω)) ≤

≤ C(|f |−1,2 + ‖f‖k−1,2 + ‖g‖k,2 + β) .

We have to estimate g in W k,2(Ω). Lemma 1.2 and Corollary 1.1 yield for δ
small enough (‖∇kw‖3 + ‖∇w‖Ck−2 ≤ C‖∇w‖k,2 ≤ Cδ)

‖g‖k,2≤ C
[
‖T‖k,2‖∇w‖k,2 + ‖p‖k,2‖∇w‖k,2 + ‖∇w‖k,2(‖w‖4 + ‖∇w‖k−1,2)2

+(‖w‖4 + ‖∇w‖k−1,2)2 + β‖∇w‖k,2(‖w‖4 + ‖∇w‖k−1,2)+
+‖f‖k,2(β + ‖w‖4 + ‖∇w‖k−1,2)

]
≤

≤ C
[
‖(w, s)‖2Vk

(β−
1
2 + β) + ‖(w, s)‖3Vk

(β−
1
2 + 1)+

+‖f‖k,2(β + (1 + β−
1
4 )‖(w, s)‖V k)

]
.

We put δ = εβα and assume ‖(w, s)‖Vk
≤ δ. The exponent α is positive and

will be specified below. Then

‖(u, π)‖Vk
≤ C

[
|f |−1,2 + ‖f‖k−1,2 + β + ε2β2α(β−

1
2 + β)+

+ε3β3α(β−
1
2 + 1) + ‖f‖k,2(β + εβα(1 + β−

1
4 ))
]
.

Taking ε, β, |f |−1,2 + ‖f‖k,2 sufficiently small and 12 ≤ α < 1 we get

‖(u, π)‖Vk
≤ εβα = δ

and the operator M maps Bδ into itself. We have to verify that M is a con-
traction in Bδ in the topology of Vk−1. Let (w1, s1), (w2, s2) ∈ Vk and (u1, π1),
(u2, π2) be the corresponding images of the operatorM. DenotingU = u1−u2,
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Π = π1 − π2,W = w1 −w2, S = s1 − s2 we have

A(U) + β
∂U

∂x1
+∇Π =

= ∇ ·
[
F(∇w1,T1 −T2) + F(∇W,T2) + (p1 − p2)(∇w1)T+

+p2(∇W)T − ((W · ∇)w1)⊗w1 − ((w2 · ∇)W)⊗w1−

−((w2 · ∇)w2)⊗W −W ⊗w1 −w2 ⊗W − β
(∂W
∂x1

⊗w1−

−∂w
2

∂x1
⊗W + ((W · ∇)w1)⊗ e1 + ((w2 · ∇)W)⊗ e1

)
+ f ⊗W

]

∇ ·U = 0
U = 0 at ∂Ω

U→ 0 as |x| → ∞

(1.20)

p1 − p2 + ((w1 + v∞) · ∇)(p1 − p2) = S − (W · ∇)p2 (1.21)

T1 −T2 + ((w1 + v∞) · ∇)(T1 −T2) +G(∇w1,T1 −T2) =
= 2ηD(W)− (W · ∇)T2 −G(∇W,T2) .

(1.22)

Corollary 1.1 applied once on (1.21), (1.22) and once on (1.7), (1.8) yield toge-
ther with Lemma 1.1

‖p1 − p2‖k−1,2 ≤ C(‖S‖k−1,2 + ‖(W · ∇)p2‖k−1,2) ≤
≤ C‖(W, S)‖Vk−1

(‖w2, s2‖Vk
β−

1
4 + 1)

(1.23)

‖T1 −T2‖k−1,2 ≤ C(‖∇W‖k−1,2 + ‖W · ∇T2‖k−1,2+
+‖G(∇W,T2‖k−1,2) ≤ C‖(W, S)‖Vk−1

(‖w2, s2‖Vk
β−

1
4 + 1) .

(1.24)

We now estimate (1.20) applying Theorem III.5.3 together with (1.23) and
(1.24) and Lemma 1.2. Let us consider k = 2 (the case k > 2 is much simpler;
we can proceed as above for the space Vk).

‖(U,Π)‖V1 ≤ C
{
‖g(f ,T1, p1,w1)− g(f ,T2, p2,w2)‖1,2

}
≤

≤ C
{
‖∇W‖2 + ‖W‖4)‖f‖2,2 + ‖T1 −T2‖1,2‖∇w1‖2,2+

+‖T2‖2,2‖∇W‖1,2 + ‖p1 − p2‖1,2‖∇w1‖2,2 + ‖p2‖2,2‖∇W‖1,2+
+(‖W‖4 + ‖∇W‖2)‖wi · ∇wj‖2,2 + ‖∇W‖1,2‖wiwj‖2,2+
+(‖W‖4 + ‖∇W‖2)(‖wi‖4 + ‖∇wi‖1,2)+
+β
[
‖∇W‖1,2‖wi‖2,2 + (‖W‖4 + ‖∇W‖2)‖∇wj‖2,2)

]}
≤

≤ C(1 + β−
1
4 + β−

1
2 )‖(W, S)‖V1 ·

·[c(f) + ‖w1, s1‖V2 + ‖w2, s2‖V2 + ‖wi, si‖V2‖wj , sj‖V2)] .

(i, j = 1, 2). Recalling that ‖wi, si‖V2 ≤ εβα, α ∈ [12 ; 1) we can always choose
ε, β sufficiently small such that

‖(U,Π)‖V1 ≤ κ‖(W, S)‖V1 (1.25)
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with κ ∈ (0; 1), (wi, si) ∈ Bδ, δ = εβα. Analogously we get for k ≥ 3 the
same inequality in Vk−1. Therefore M is a contraction in Vk−1 and Theorem
0.1 finishes the proof.

2

We have required quite high regularity on the right hand side — f ∈W 2,2(Ω)∩
D−1,2
0 (Ω) at least. Applying Theorem III.5.3 (ii) with p > 3 we can a bit weaken
the assumptions on the right hand side — f ∈ D−1,2

0 (Ω) ∩ L2(Ω) ∩W 1,p(Ω),
p ∈ (3; 4]. We shall show the existence of solution in this situation; analogously
as in the proof we proceed for f ∈ D−1,2

0 (Ω) ∩ L2(Ω) ∩W k,p(Ω), k ≥ 2 and get
smoother solution. The proof is similar to the case k = 1 and therefore, we shall
not do it.

Theorem 1.2 Let f ∈ D−1,2
0 (Ω) ∩ L2(Ω) ∩W k,p(Ω), k ≥ 1, 3 < p ≤ 4, Ω ∈

Ck+1. Let |f |−1,2 + ‖f‖2 + ‖f‖k,p and β0 be sufficiently small. Then for any
0 < β ≤ β0 there exists solution to the problem (1.6)–(1.8) such that

u ∈ L4(Ω) ∩D1,2(Ω)
p, π ∈ L2(Ω)

∇2u,∇p,∇π ∈W k−1,p(Ω) .

Proof: We show the theorem for k = 1. As in Theorem 1.1 we define the
operatorM : V1 7→ V1, where now

V1 = {(u, π);u ∈ L4(Ω), π,∇u ∈ L2(Ω),∇2u,∇π ∈ Lp(Ω)}

and
‖(u, π)‖V1 = β

1
4 ‖u‖4 + ‖∇u‖2 + ‖π‖2 + ‖∇2u‖p + ‖∇π‖p .

We show thatM maps sufficiently small balls in V1 into itself and thatM is a
contraction in V1 in the topology of V0, where

V0 = {(u, π);u ∈ L4(Ω), π,∇u ∈ L2(Ω)}
‖(u, π)‖V0 = β

1
4 ‖u‖4 + ‖∇u‖2 + ‖π‖2.

Theorem III.5.3 yields (recall that p > 3, i.e. W 2− 1
p
,p(∂Ω) →֒W

1
2
,2(∂Ω))

‖(u, π)‖V1 ≤ C(|N|−1,2 + ‖N‖p + ‖v∞‖2− 1
p
,p,(∂Ω)) ≤

≤ C(|f |−1,2 + ‖f‖p + ‖g‖2 + ‖∇ · g‖p + β) .
(1.26)

We have to estimate ‖g‖2 + ‖∇ · g‖p. We easily get due to (1.2) with q = 2
and 4 and (1.3) with q = 2

‖g‖2≤ C
(
(‖T‖2 + ‖p‖2)(‖∇w‖2 + ‖∇2w‖p)+

+‖∇w‖2(‖w‖24 + ‖∇w‖22 + ‖∇2w‖2p)+
+β‖∇w‖2(‖w‖4 + ‖∇w‖p) + ‖w‖24 + β‖f‖2 + ‖w‖4‖f‖1,p

)
.

(1.27)
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Now for ‖∇2w‖p + ‖∇w‖2 small enough (‖∇w‖C0 is bounded by this) we
have

‖T‖2 ≤ C‖∇w‖2
‖∇T‖1,p ≤ C‖∇w‖1,p ≤ C(‖∇w‖2 + ‖∇2w‖p)

‖p‖2 ≤ C‖s‖2
‖∇p‖p ≤ C‖∇s‖p

(1.28)

(see Theorems IV.2.1 and IV.2.4) and therefore

‖g‖2 ≤ C(β−
1
2 + β)‖(w, s)‖2V1+ (β−

1
2 + 1)‖(w, s)‖3V1+

+β‖f‖2 + β−
1
4 ‖(w, s)‖V1‖f‖1,p .

Next we estimate

‖∇ · g‖p ≤ (‖T‖1,p + ‖∇p‖p)(‖∇2w‖p + ‖∇w‖∞) + ‖∇2w‖p‖w‖2∞+
+‖∇w‖21,p(‖∇w‖∞ + β) + ‖∇w‖1,p‖w‖∞ + (β + ‖w‖∞)‖f‖1,p .

Again, applying (1.28), Lemma 1.1 and standard inequalities we end up with

‖∇ · g‖p ≤ C(β−
1
2 +β)‖(w, s)‖2V1 + (β

− 1
2 + 1)‖(w, s)‖3V1+

+β‖f‖1,p + β−
1
4 ‖(w, s)‖V1‖f‖1,p .

(1.29)

Assuming the norms of f and β sufficiently small, δ = εβα for ε small and
α ∈ [12 ; 1) we get as in Theorem 1.2

‖(u, π)‖V1 ≤ δ = εβα ,

whenever ‖(w, s)‖V1 ≤ δ.
Now let (w1, s1) and (w2, s2) be two elements of V1. Denoting (ui, πi) the

corresponding images of the operator M and U, Π, W and S as in Theorem
1.1 we have

‖(U,Π)‖V0 ≤ C‖g(f ,T1, p1,w1)− g(f ,T2, p2,w2)‖2 . (1.30)

As in (1.23) and (1.24) we have to estimate first T1−T2 and p1− p2, solutions
to (1.21) and (1.22). We have for sufficiently small ε and β (i.e. sufficiently small
norms of w and s)

‖p1 − p2‖2 ≤ (‖S‖2 + ‖W · ∇p2‖2) ≤ C(‖S‖2 + ‖∇p2‖p‖W‖ 2p
p−2
) .

As 2pp−2 ≥ 4⇐⇒ p ≤ 4, we have for 3 < p ≤ 4

‖p1 − p2‖2 ≤ C(‖S‖2 + ‖∇p2‖p(‖W‖4 + ‖∇W‖p)) ≤
≤ C(1 + (β−

1
4 + 1)‖(w2, s2)‖V1)‖(W, S)‖V0 .

(1.31)

Analogously, for 3 < p ≤ 4

‖T1 −T2‖2 ≤ C(‖∇W‖2 + ‖(W · ∇)T2‖2 + ‖G(∇W,T2)‖2) ≤
≤ C(1 + (β−

1
4 + 1)‖(w2, s2)‖V1)‖(W, S)‖V0 .

(1.32)
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We have

‖(U,Π)‖V0 ≤ C
[
‖T1 −T2‖2‖∇w1‖∞ + ‖∇W‖2‖T2‖∞+

+‖p1 − p2‖2‖∇w1‖∞ + ‖∇W‖2‖p2‖∞+
+‖∇W‖2‖w1‖∞‖w2‖∞ + ‖W‖4(‖w1‖4 + ‖w2‖4)+
+β
(
‖∇W‖2(‖w1‖∞ + ‖w2‖∞) + ‖W‖4(‖∇w1‖4 + ‖∇w2‖4)

)
+

+‖W‖4(‖(w1 · ∇)w1‖4 + ‖(w2 · ∇)w2‖4) + ‖f‖1,p‖W‖4
]
.

The estimates (1.31), (1.32) and definitions of the spaces finally yield

‖(U,Π)‖V0 ≤ C‖(W, S)‖V0
[
‖(wi, si)‖V1(β−

1
2 + β)+

+‖(wi, si)‖2V1(β
− 1
2 + 1)

] (1.33)

and taking ε, β sufficiently small we end up with

‖(U,Π)‖V0 ≤ κ‖(W, S)‖V0 , 0 < κ < 1 ,

i.e. the operator M is a contraction in V0. Again, Theorem 0.1 finishes the
proof.

2

The assumption f ∈ D−1,2(Ω) together with the restriction p ≤ 4 can be
replaced by f ∈W 1,q(Ω) for some 1 < q < 4

3 . We have in this case

Theorem 1.3 Let Ω ∈ Ck+1 be exterior domain in R
3.

(i) Let f ∈ W 1,q(Ω) ∩W k,p(Ω), k ≥ 1, p ∈ (3;∞), q = 4
3 (q =

6
5 if k = 1).

2

Let β0 and ‖f‖1,q + ‖f‖k,p be sufficiently small. Then for all 0 < β ≤ β0
there exists solution (u, p) to the problem (1.6)–(1.8) such that

u ∈ L
2q
2−q (Ω) ∩D1,

4q
4−q (Ω)

∇2u,∇p,∇π ∈ Lq(Ω) ∩W k−1,p(Ω)

p, π ∈ L
3q
3−q (Ω) .

(ii) Let f ∈W 1, 4
3 (Ω)∩W k,2(Ω), k ≥ 2. Let β0 and ‖f‖1, 4

3
+‖f‖k,2 be sufficiently

small. Then for all 0 < β ≤ β0 there exists solution (u, p) to the problem
(1.6)–(1.8) such that

u ∈ L4(Ω) ∩D1, 43 (Ω)
∇2u,∇p,∇π ∈ L

4
3 (Ω) ∩W k−1,2(Ω)

p, π ∈ L
12
5 (Ω) .

2If f ∈ Lq(Ω) ∩ W k,p(Ω), q ∈ (1; 6
5
) (q ∈ (1; 4

3
)), then f ∈ Lq(Ω) ∩ L∞(Ω), i.e. f ∈ L

6
5 (Ω)

(L
4
3 (Ω)).
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Proof: We show only the most difficult case (i) with k = 1. Let us denote

V1 =
{
(u, π);u ∈ L

2q
2−q (Ω) ∩D1,

4q
4−q (Ω),

∇2u,∇π ∈ Lq(Ω) ∩ Lp(Ω); 1 < q <
6

5
, p > 3

}

and
‖(u, π)‖V1 = β

1
2 ‖u‖ 2q

2−q
+ β

1
4 ‖∇u‖ 4q

4−q
+

+‖∇2u‖p + ‖∇2u‖q + ‖∇π‖q + ‖∇π‖p .
Let us note that due to the fact that π is generally determined up to an additive
constant we may assume due to the imbedding theorem (see Theorem VIII.1.2)

that π ∈ L
3q
3−q together with the inequality

‖π‖ 3q
3−q

≤ C(q)‖∇π‖q .

As in Theorems 1.1 and 1.2 we define operator M : V1 7→ V1 and show
thatM maps sufficiently small balls into itself. Theorem III.5.3 (ii) yields (for
β ≤ 1)

‖(u, π)‖V1 ≤ C(‖f‖q + ‖f‖p + ‖∇ · g‖q + ‖∇ · g‖p + β) .
We have for 1 ≤ q < 12

7 , p > 3 due to Lemma 1.1 and standard inequalities

‖∇ · g‖p≤ C
[
‖∇T‖p‖∇w‖∞ + ‖T‖∞‖∇2w‖p + ‖∇p‖p‖∇w‖∞+

+‖∇2w‖p‖w‖2∞ + (‖∇2w‖2p + ‖∇w‖24q
4−q

)‖w‖∞ + ‖w‖∞‖∇w‖p+
+β
(
(‖∇2w‖p‖∇w‖∞ + ‖∇2w‖2p + ‖∇w‖24q

4−q

)
+

+‖∇f‖p(‖w‖∞ + β)
]
.

Using the estimates of the type (see Theorems IV.2.1 and IV.2.4)

‖T‖1,p ≤ C‖∇w‖1,p ≤ C(‖∇w‖ 4q
4−q
+ ‖∇2w‖p)

‖∇p‖p ≤ C‖∇s‖p
‖∇p‖q ≤ C‖∇s‖q
‖p‖ 3q

3−q
≤ C‖s‖ 3q

3−q

we finally get

‖∇ · g‖p ≤ C
[
‖(w, s)‖2V1(β−

3
4 + β) +‖(w, s)‖3V1(β−1 + 1)+

+β‖∇f‖p + C(f)(1 + β−
1
2 )‖(w, s)‖V1

]
.

Analogously for 1 < q ≤ 4
3 (i.e.

4q
4−q ≤ 2)

‖∇ · g‖q ≤ C
[
‖∇T‖q‖∇w‖∞ + ‖T‖∞‖∇2w‖q + ‖∇p‖q‖∇w‖∞+

+‖∇2w‖q‖w‖2∞ + ‖∇w‖22q + ‖w‖ 2q
2−q

‖∇w‖2+
+β
(
‖∇2w‖q‖w‖∞ + ‖∇w‖22q

)
+ ‖∇f‖q(‖w‖∞ + β)

]
≤

≤ C
[
‖(w, s)‖2V1(β−

3
4 + β) + ‖(w, s)‖3V1(β−1 + 1)+

+β‖∇f‖p + C(f)β−
1
2 ‖(w, s)‖V1

]
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and therefore

‖(u, π)‖2V1 ≤ C
[
‖(w, s)‖2V1(β−

3
4 + β) + ‖(w, s)‖3V1(β−1 + 1) + C(f) + β

]
.

Again, assuming ‖(w, s)‖V1 ≤ δ = εβα, α ∈ [34 ; 1) we get for β, ε sufficiently
small

‖(u, π)‖V1 ≤ εβα = δ

andM maps again sufficiently small balls into itself.
The definition of the space on which M is a contraction, is a bit more

complicated now. Let us note that it is not possible to take just a subset of V1
such that we skip the Lp–norms. But we can take

V0 = {u ∈ L4(Ω);∇u, π ∈ L2(Ω)} .

Taking (wi, si) ⊂ V0 ∩ V1, we have

‖(U,Π)‖V0 ≤ C‖g(f ,T1, p1,w1)− g(f ,T2, p2,w2)‖2 . (1.34)

Moreover we can easily verify that V1 →֒ V0. We have3

‖(u, π)‖V0 ≤ C(β)
[
‖u‖ 2q

2−q
+ ‖u‖∞ + ‖∇u‖ 4q

4−q
+ ‖∇u‖∞+

+‖π‖ 3q
3−q
+ ‖π‖∞

]
≤ C(β)

[
‖u‖ 2q

2−q
+ ‖∇2u‖p + ‖∇u‖ 4q

4−q
+

+‖∇π‖p + ‖∇π‖q
]
≤ C(β)‖(u, π)‖V1 .

We have to estimate ‖(U,Π)‖V0 by means of (1.34). For p ≤ 4 we can proceed
exactly as in the estimate (1.33) and get for ε, β sufficiently small

‖(U,Π)‖V0 ≤ κ‖(W, S)‖V0

for 0 < κ < 1 and the operator is contraction in V0. If p > 4 we use instead of
(1.31)

‖W∇p2‖2 ≤ ‖W‖4‖∇p2‖4 ≤ ‖W‖4‖∇p2‖aq‖∇p2‖1−ap

and again verify that M is a contraction. Analogously we proceed in (i) for
k ≥ 2 and in the case (ii); we shall show thatM is a contraction in Vk−1,

Vk =
{
(u, π);u ∈ L

2q
2−q (Ω) ∩D1,

4q
4−q (Ω),

∇2u,∇π ∈ Lq(Ω) ∩W k−1,p(Ω); 1 < q <
6

5

}

with p > 3 in the case (i) and p = 2 in the case (ii).

2

3Let us note that exactly here we have to restrict ourselves, because of pressure, on q ≤ 6
5
.
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V.2 Plane flow

This section is devoted to the study of the twodimensional flow. Unlike the
threedimensional flow, we do not have any β–independent estimates for f ∈
D−1,q(Ω); we can dispose only with Theorems III.5.1 and III.5.2. As in the
previous section, we start with some auxiliary interpolation inequalities.

Lemma 2.1 Let Ω ⊂ R
2 be exterior domain of class C0,1. Then we have for

1 < q < 6
5 , 2 < p <∞

‖u‖∞ ≤ C‖∇u‖αp ‖u‖1−α3q
3−2q

+ C(ε)‖∇u‖α−εp ‖u‖1−α+ε3q
3−2q

, (2.1)

where α = 2p(3−2q)
6p−6q−pq , 0 < ε ≤ α.

Proof: See Theorem VIII.1.13 and Remark VIII.1.10.

2

Let 1 < q < 6
5 , p > 2, k ≥ 0. We denote by

Skp,q =
{
(u, π);u2 ∈ L

2q
2−q (Ω),∇u2 ∈ Lq(Ω),u ∈ L

3q
3−2q (Ω),

∇u ∈ L
3q
3−q (Ω) ∩ Lp(Ω),∇2u,∇π ∈W 1,q(Ω) ∩W k,p(Ω)

}
.

(2.2)

and
〈u〉β,q = β(‖u2‖ 2q

2−q
+ ‖∇u2‖q) + β

2
3 ‖u‖ 3q

3−2q
+ β

1
3 ‖∇u‖ 3q

3−q
(2.3)

[|(u, π)|]k = β2(1−
1
q
)(‖∇2u‖1,q + ‖∇π‖1,q + ‖∇u‖k+1,p + ‖∇π‖k,p) (2.4)

|‖(u, π)|‖0 = 〈u〉β,q + β2(1−
1
q
)(‖∇2u‖q + ‖∇π‖q) . (2.5)

We shall show the following

Theorem 2.1 Let f ∈ W 2,q(Ω) ∩W k,p(Ω), 1 < q < 6
5 , k ≥ 2 and let ‖f‖2,q +

‖f‖k,p and β be sufficiently small. Let Ω ⊂ R
2 be an exterior domain of the

class Ck+1. Then there exists solution to the problem (1.6)–(1.8) such that
(u, p) ∈ Skp,q.

Before proving the theorem we first show some more auxiliary estimates.

Lemma 2.2 Let v, w be divergence free4 and sufficiently smooth fields. Let
1 < q < 6

5 , 2 < p < ∞, k ≥ 1. Then the following inequalities hold with
constants independent of v, w and β.

‖(v · ∇)w‖q ≤ β
−1−2(1− 1

q
)〈v〉β,q〈w〉β,q (2.6)

‖(w · ∇)w‖k,p ≤ C
[
β
− 2
3
−2(1− 1

q
)〈w〉β,q[|(w, ·)|]0 + β−4(1−

1
q
)[|(w, ·)|]2k−1

]
(2.7)

‖∇2w|w|2‖k,p ≤ Cβ−2(1−
1
q
)[|(w, ·)|]k

[
β−

4
3 〈w〉2β,q + β−4(1−

1
q
)[|(w, ·)|]2k

]
(2.8)

4it is fundamental only for the inequality (2.6)
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|∇2w|w|2|1,q ≤ Cβ
−2(1− 1

q
)[|(w, ·)|]1

[
β−

4
3 〈w〉2β,q + β−4(1−

1
q
)[|(w, ·)|]20

]
(2.9)

‖w∇2w‖k,p ≤ Cβ
−2(1− 1

q
)[|(w, ·)|]k

[
β−

2
3 〈w〉β,q + β−2(1−

1
q
)[|(w, ·)|]k−1

]
(2.10)

|w∇2w|1,q ≤ Cβ−2(1−
1
q
)[|(w, ·)|]1

[
β−

2
3 〈w〉β,q + β−2(1−

1
q
)[|(w, ·)|]1

]
(2.11)

‖|∇w|2‖k−1,p ≤ Cβ
−4(1− 1

q
)[|(w, ·)|]2k (2.12)

‖∇w∇w‖q ≤ Cβ
−6(1− 1

q
) 2−q

q 〈w〉6(1−
1
q
)

β,q [|(w, ·)|]
6−4q

q

0 (2.13)

‖∇2v|w|2‖q ≤ Cβ
−2(1− 1

q
)|‖(v, ·)|‖0

[
β−

4
3 〈w〉2β,q + β−4(1−

1
q
)[|(w, ·)|]20

]
(2.14)

‖∇2wvw‖q ≤ Cβ−
2
3 〈v〉β,q

[
β−

2
3
−2(1− 1

q
)〈w〉β,q[|(w, ·)|]0+

+β−4(1−
1
q
)[|(w, ·)|]20

] (2.15)

‖v∇2w‖q ≤ Cβ−
2
3 〈v〉β,q

[
β−

1
3 〈w〉β,q + β−2(1−

1
q
)[|(w, ·)|]0

]
(2.16)

‖w∇2v‖q ≤ Cβ
−2(1− 1

q
)|‖(v, ·)|‖0

[
β−

2
3 〈w〉β,q + β−2(1−

1
q
)[|(w, ·)|]0

]
(2.17)

‖∇v∇w‖q ≤ Cβ−
1
3 〈v〉β,q

[
β−

1
3 〈w〉β,q + β−2(1−

1
q
)[|(w, ·)|]1

]
(2.18)

‖∇f w‖q ≤ Cβ−
2
3 〈w〉β,q

[
‖∇f‖q + ‖∇f‖p

]
(2.19)

‖∇f w‖k,p ≤ C‖f‖k+1,p
[
β−

2
3 〈w〉β,q + β−2(1−

1
q
)[|(w, ·)|]max{1,k−2}

]
(2.20)

|∇f w|1,q ≤ C‖f‖1,q
[
β−

2
3 〈w〉β,q + β−2(1−

1
q
)[|(w, ·)|]0

]
. (2.21)

Proof: The first inequality is classical, nevertheless, we repeat the proof
(see also [Ga2]). We have

(v · ∇)w =
(
− v1

∂w2
∂x2
+ v2

∂w1
∂x2

, v1
∂w2
∂x1
+ v2

∂w2
∂x2

)
,

where we used that ∇ ·w = 0. So we have

‖(v · ∇)w‖q ≤ ‖v1‖ 3q
3−2q

‖∇w2‖ 3
2
+ ‖v2‖3‖∇w‖ 3q

3−q
≤

≤ ‖v1‖ 3q
3−2q

‖∇w2‖
3(1− 1

q
)

q ‖∇w2‖
3
q
−2
3q
3−q

+ ‖v2‖
6(1− 1

q
)

2q
2−q

‖v2‖
6
q
−5
3q
3−2q

‖∇w‖ 3q
3−q

≤

≤ β
−1−2(1− 1

q
)〈v〉β,q〈w〉β,q .

The other inequalities are easier and follow from Lemma 2.1, imbedding
W 1,p(Ω) →֒ L∞(Ω) and the following inequalities
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‖w · ∇w‖k,p ≤ ‖∇w‖k,p‖w‖k,∞
‖∇2w|w|2‖k,p ≤ ‖∇2w‖k,p‖w‖2k,∞

|∇2w|w|2|1,q ≤ ‖∇3w‖q‖w‖2∞ + ‖∇2w‖q‖w‖∞‖∇w‖∞
‖w∇2w‖k,p ≤ ‖∇2w‖k,p‖w‖k,∞

|w∇2w|1,q ≤ ‖∇3w‖q‖w‖∞ + ‖∇2w‖q‖∇w‖∞
‖|∇w|2‖k,p ≤ ‖∇w‖k,p‖∇w‖k−1,∞

‖∇2v|w|2‖q ≤ ‖∇2v‖q‖w‖2∞
‖∇2wvw‖q ≤ ‖v‖ 3q

3−2q
‖∇2w‖ 3

2
‖w‖∞ ≤ ‖v‖ 3q

3−2q
(‖∇2w‖q + ‖∇2w‖p)‖w‖∞

‖v · ∇2w‖q ≤ ‖v‖ 3q
3−2q

‖∇2w‖ 3
2
≤ ‖v‖ 3q

3−2q
(‖∇2w‖p + ‖∇2w‖q)

‖w · ∇2v‖q ≤ ‖∇2v‖q‖w‖∞
‖∇v∇w‖q ≤ ‖∇v‖ 3q

3−q
‖∇w‖3 ≤ ‖∇v‖ 3q

3−q
(‖∇2w‖p + ‖∇w‖ 3q

3−q
)

‖∇f v‖q ≤ ‖v‖ 3q
3−2q

‖∇f‖ 3
2
≤ ‖v‖ 3q

3−2q
(‖∇f‖q + ‖∇f‖p)

‖∇f w‖k−1,p ≤ ‖∇f‖k−1,p‖w‖k−1,∞
|∇f w|1,q ≤ ‖∇2f‖q‖w‖∞ + ‖∇f‖q‖∇w‖∞ .

2

Theorems IV.2.1, IV.2.2 and IV.2.4 imply the following estimates

Corollary 2.1 Let T, p solves (1.10) and (1.11), respectively. Let 2 < p <∞,
1 < q < 2, k ≥ 1.

(i) Let ‖∇w‖k,p be sufficiently small. Then

‖T‖k,p ≤ C‖∇w‖k,p (2.22)

‖∇p‖k−1,p ≤ C‖∇s‖k−1,p . (2.23)

(ii) Let ‖∇w‖C1 be sufficiently small. Then

‖T‖ 3q
3−q

≤ C‖∇w‖ 3q
3−q

(2.24)

‖∇T‖1,q ≤ C‖∇2w‖1,q (2.25)

‖∇p‖1,q ≤ C‖∇s‖1,q . (2.26)

Proof: To show (i), we have to verify that ‖∇w‖Ck−1 + ‖∇w‖k,p are su-
fficiently small. But W 1,p(Ω) →֒ C0(Ω) and so ‖∇w‖Ck−1 ≤ C‖∇w‖k,p. The
estimates (2.22)–(2.23) follow directly from the above mentioned Theorems. Let
us only emphasize that for q < 2 we can apply Theorem IV.2.4 and get (2.25)
while for p > 2 we only have (2.22).

2



V Existence of solutions in Sobolev spaces 195

Lemma 2.3 We have for w, s satisfying the assumptions of Corollary 2.1

‖∇p∇w‖q ≤Cβ
−4(1− 1

q
)[|(w, s)|]0|‖(w, s)|‖0 (2.27)

‖∇p∇w‖q ≤Cβ−
1
3
−2(1− 1

q
)〈w〉β,q|‖(w, s)|‖0 (2.28)

‖∇p∇w‖k−1,p≤Cβ
−4(1− 1

q
)[|(w, s)|]2k (2.29)

|∇p∇w|1,q ≤Cβ
−4(1− 1

q
)[|(w, s)|]k|‖(w, s)|‖0 (2.30)

‖∇T∇w‖q ≤Cβ
−4(1− 1

q
)[|(w, ·)|]0|‖(w, ·)|‖0 (2.31)

‖∇T∇w‖q ≤Cβ
− 1
3
−2(1− 1

q
)〈w〉β,q|‖(w, ·)|‖0 (2.32)

‖∇T∇w‖k,p≤Cβ
−4(1− 1

q
)[|(w, ·)|]2k (2.33)

|∇T∇w|1,q ≤Cβ
−4(1− 1

q
)[|(w, ·)|]21 (2.34)

‖T∇w‖q ≤Cβ
− 1
3
−2(1− 1

q
)〈w〉β,q[|(w, ·)|]0 (2.35)

|T∇w|1,q ≤Cβ−4(1−
1
q
)[|(w, s)|]20 . (2.36)

Proof: The inequalities (2.27)–(2.36) are easy consequences of Corollary 2.1
and the estimates

‖∇p∇w‖q ≤



C‖∇p‖q‖∇w‖∞
C‖∇p‖3‖∇w‖ 3q

3−q

‖∇p∇w‖k,p ≤ C‖∇p‖k,p‖∇w‖k,∞
|∇p∇w|1,q ≤ C(‖∇2p‖q‖∇w‖∞ + ‖∇p‖q‖∇2w‖∞) ,

analogously for T and ∇T.

2

We can now start to prove Theorem 2.1. Unlike the threedimensional case,
the balls in Skp,q must be chosen very carefully.

Proof of Theorem 2.1: As for the threedimensional flow we define ope-
rator M : (w, s) → (u, π), where (u, π) solves (1.9)–(1.12). We show that M
maps for ε, β sufficiently small and α ∈ [23 ; 1) the ”ball”

Bε,β =
{
(w, s) ∈ Skp,q; 〈w〉β,q ≤ εβ

2(1− 1
q
)+1

, [|w, s|]k ≤ β
2(1− 1

q
)+α

}

into itself end thatM is a contraction in the norm |‖(·, ·)|‖0. Applying Lemmas
2.2 and 2.3 together with Theorem III.5.1 we have

〈u〉β,q ≤ C
[
β
1+2(1− 1

q
)| lnβ|−1 + ‖f‖1,q(1 + β) + β−1−2(1−

1
q
)〈w〉2β,q+

+ β−
4
3
−2(1− 1

q
)〈w〉2β,q[|(w, s)|]1 + β−

2
3
−4(1− 1

q
)〈w〉β,q[|(w, s)|]21+

+ β
1
3
−2(1− 1

q
)〈w〉β,q[|(w, s)|]1 + β−

2
3 〈w〉β,q(‖∇f‖p + ‖∇f‖q)+

+β−4(1−
1
q
)[|(w, s)|]21

]
≤ εβ2(1−

1
q
)+1

(2.37)
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if ε, β are sufficiently small and (w, s) ∈ Bε,β .
Next, Theorem III.5.2 reads

[|u, π|]k ≤ C
[
‖f‖1,q + ‖∇ · g‖1,q + β2(1−

1
q
)(‖f‖k,p + ‖∇ · g‖k,p + β)

]
. (2.38)

Again, Lemmas 2.2 and 2.3 employed in (2.38) yield

[|u, π|]k ≤ C
[
c(f) + β1+2(1−

1
q
) + β−1−2(1−

1
q
)〈w〉2β,q+

+β−
2
3
−2(1− 1

q
)〈w〉2β,q[|(w, s)|]k + β−4(1−

1
q
)[|(w, s)|]2k

]
≤ εβ

2(1− 1
q
)+α

andM maps Bε,β into itself.
Next we show thatM is a contraction in Bε,β in the norm |‖(·, ·)|‖0. Let wi,

si, i = 1, 2, belong to Bε,β and ui, πi be the corresponding solutions to (1.9)–
(1.12). Denoting U = u1−u2, Π = π1− π2,W = w1−w2 and S = s1− s2 we
have that (U,Π) solves (1.20)–(1.22) and Theorems III.5.1, III.5.2 imply

|‖(U,Π)|‖0 ≤ C(1+β2(1−
1
q
))‖∇·g(f ,T1, p1,w1)−∇·g(f ,T2, p2,w2)‖q . (2.39)

We first estimate T1 −T2 and p1 − p2 solving (1.22) and (1.21), respectively.

‖∇(p1 − p2)‖q ≤ C
[
‖∇S‖q + ‖∇W∇p2‖q + ‖W∇2p2‖q

]
≤

≤ C
[
‖∇S‖q + ‖∇W‖ 3q

3−q
‖∇p2‖3 + ‖W‖ 3q

3−2q
‖∇2p2‖ 3

2

]
≤

≤ C|‖(W, S)|‖0
[
β
−2(1− 1

q
) + (β−

1
3
−2(1− 1

q
) + β−

2
3
−2(1− 1

q
))[|w2, s2|]k

]
.

(2.40)

Completely analogously

‖∇(T1 −T2)‖q ≤
≤ C|‖(W, S)|‖0

[
β
−2(1− 1

q
) + (β−

1
3
−2(1− 1

q
) + β−

2
3
−2(1− 1

q
))[|w2, s2|]k

]
.
(2.41)

Moreover, we have also

‖T1 −T2‖ 3q
3−q

≤ C
[
‖∇W‖ 3q

3−q
+ ‖W∇T2‖ 3q

3−q

]
≤

≤ C
[
‖∇W‖ 3q

3−q
+ ‖W‖ 3q

3−2q
‖∇T2‖3−q

]
≤

≤ C|‖(W, s)|‖0
[
β−

1
3 + β−

2
3
−2(1− 1

q
)[|w2, s2|]0

]
.

(2.42)

Now, from Lemmas 2.2 and 2.3 we can estimate (2.39) as follows

|‖(U,Π)|‖0 ≤ C
[
β−2(1−

1
q
)−1|‖(W, S)|‖0(〈w1〉β,q + 〈w2〉β,q)+

+β−2(1−
1
q
)− 4
3 |‖(W, S)|‖0(〈w1〉β,q + 〈w2〉β,q)2+

+β−2(1−
1
q
)− 2
3 |‖(W, S)|‖0(〈w1〉β,q + 〈w2〉β,q)+

+β−
2
3 |‖(W, S)|‖0(‖∇f‖q + ‖∇f‖p) + ‖∇(p1 − p2)‖q‖∇w1‖∞+

+‖∇W‖ 3q
3−2q

‖∇p2‖ 3
2
+ ‖∇(T1 −T2)‖q‖∇w1‖∞+

+‖∇W‖ 3q
3−2q

‖∇T2‖ 3
2
+ ‖T1 −T2‖ 3q

3−q
‖∇2w1‖3 + ‖∇2W‖q‖T2‖∞

]
.
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The most restrictive term,

β
−2(1− 1

q
)−1|‖(W, S)|‖0(〈w1〉β,q + 〈w2〉β,q) ,

comes from the convective term. Using (2.40)–(2.42) we finally have ε, β suffi-
ciently small

|‖(U,Π)|‖0 ≤ C
(
ε+ o(β)

)
|‖(W, S)|‖0 ≤ κ|‖(W, S)|‖0

with κ ∈ (0; 1). The operatorM is a contraction in Sp,qk in the norm |‖(·, ·)|‖0
and Theorem 0.1 finishes the proof.

2

Remark 2.1 Using the same procedure as above in two and three dimensions,
we could establish the existence of solutions to the problem (I.4.20) under the
assumption that ηP , β and certain norms of f are sufficiently small. But due to
the presence of linear terms on the right hand side we are not able to control
the asymptotic behaviour of such solutions and therefore we shall not study
this model.

V.3 Plane flow of second grade fluid

As already mentioned in Chapter I, our technique does not allow to show the
asymptotic structure of velocity and pressure field of second grade fluid flowing
past an obstacle. Nevertheless, we show at least existence of solution to the
problem (I.4.27) in Sobolev spaces in two dimensions. The proof is taken from
[Po]. See also [Vi], where more restrictive assumptions on f are used.
We start form the reformulation (I.4.28)–(I.4.29) and prove

Theorem 3.1 Let k ≥ 1, q ∈ (1; 65) and ‖f‖k,q be sufficiently small. Then
there exists β0 such that for all β ∈ (0;β0] there exists at least one strong
solution to (I.4.28)–(I.4.29). Moreover, ∇2v ∈ W k,q(Ω) ∇v ∈ L

3q
3−q (Ω) and

v − v∞ ∈ L
3q
3−2q (Ω), ∇p ∈W k,q(Ω).

We denote
[(u, s)]k = β

2(1− 1
q
)(‖∇2u‖k,q + ‖∇s‖k,q) (3.1)

and 〈u〉β,q will be as in (2.3). As in the preceding sections we first need some
auxiliary lemmas.

Lemma 3.1 Let u has finite norms 〈 · 〉β,q and [(·, ·)]0. Let u = −(β, 0) on ∂Ω.
Then5

‖u‖∞ ≤ C([(u, ·)]0β−2(1−
1
q
))
3−2q

q

[
(〈u〉β,qβ−

2
3 )
3(q−1)

q + β
3(q−1)

q

]
. (3.2)

5we could also use Lemma 2.1
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Proof: We denote by w the function which is equal to u inside of Ω and
−(β, 0) outside of Ω. The function w belongs toW 1,q(R2) and the interpolation
inequality from Theorem VIII.1.12 gives us

‖w‖∞ ≤ C‖Dw‖a
s,R2

‖w‖1−a
r,R2

,

where 0 = a(1s − 1
2) + (1− a)1r . We put r =

3q
3−2q and s =

2q
2−q ; so a =

3−2q
q . As

w = u on Ω and ∇w = 0 outside of Ω, we have

‖u‖∞ ≤ C
[
‖u‖

3(q−1)
q
3q
3−2q

,Ω
+ β

3(q−1)
q

]
‖∇u‖

3−2q
q
2q
2−q

,Ω
.

The inequality (3.2) follows from the definitions of the norms.

2

We next estimate the quadratic terms on the right hand side of (I.4.29).

Lemma 3.2 Let u be sufficiently smooth. Then we have the following estima-
tes6 with C independent of u and β

‖(u · ∇)u‖q ≤ 〈u〉2β,qβ
−1−2(1− 1

q
)
,

|(u · ∇)u|k,q ≤C[(u, ·)]
3−2q

q

0 [(u, ·)]k−1β−2(1−
1
q
)( 3−q

q
)·

· [〈u〉3(1−
1
q
)

β,q β
−2(1− 1

q
) + β3(1−

1
q
)] , k ≥ 1

‖u∇ku‖q ≤C[(u, ·)]
3−2q

q

0 [(u, ·)]k−2β−2(1−
1
q
) 3−q

q ·

· [〈u〉3(1−
1
q
)

β,q β
−2(1− 1

q
) + β3(1−

1
q
)] , k ≥ 2

|u∇2u|k,q ≤C[(u, ·)]
3−2q

q

0 [(u, ·)]kβ−2(1−
1
q
) 3−q

q ·

·[〈u〉3(1−
1
q
)

β,q β
−2(1− 1

q
)+ β3(1−

1
q
)] + C[(u, ·)]2k−1β

−4(1− 1
q
)
, k ≥ 1

‖∇u‖22q ≤C〈u〉6(1−
1
q
)

β,q [(u, ·)]
6−4q

q

0 β
−6(1− 1

q
) 2−q

q

‖∇u∇ku‖q ≤C[(u, ·)]1[(u, ·)]k−2β−4(1−
1
q
)
, k ≥ 2

|∇u∇2u|k,q ≤C[(u, ·)]2kβ
−4(1− 1

q
)
, k ≥ 1

‖∇2u‖22q ≤C[(u, ·)]21β−4(1−
1
q
)

||∇u|2|k,q ≤C[(u, ·)]2k−1β
−4(1− 1

q
)

‖∇ks∇u‖q ≤C[(u, s)]1[(u, s)]k−1β
−4(1− 1

q
) , k ≥ 1

‖∇s∇ku‖q ≤C[(u, s)]1[(u, s)]k−1β
−4(1− 1

q
)
, k ≥ 2

|∇s∇u|k,q ≤C[(u, s)]2kβ
−4(1− 1

q
)
, k ≥ 1 .

(3.3)

6Some of the inequalities were already shown in Lemma 2.2. Nevertheless, we shall repeat
them as some of them differ due to the use of Lemma 3.1.
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Proof: The first inequality has already been shown in Lemma 2.2; see also
[Ga2]. The other ones are easy consequences of Lemma 3.1, standard imbedding
and interpolation inequalities and definitions of the norms.

2

We are in a position to show that the operator M maps sufficiently small
balls in W 1,q(Ω) into themselves.

Lemma 3.3 Let ‖f‖k,q and β be sufficiently small. Then there exists δ(β) > 0
such that the operatorM maps Bδ = {g ∈W 1,q(Ω); ‖g‖1,q ≤ δ} into itself.

Proof: Let us take g ∈ W 1,q(Ω), 1 < q < 6
5 , ‖g‖1,q ≤ δ small enough (will

be precised later). We solve (I.4.28) and use the estimates from Theorems III.5.1
and III.5.2. Now, let us assume (will be demonstrated below) that ‖∇u‖C0 is
small enough. Let z be solution of (I.4.29) with the right hand side depending
on (u, s). Then

‖z‖1,q ≤ C‖F(u, s)‖1,q .
We need therefore to assure the smallness of ‖∇u‖C0 and to estimate F(u, s)
by means of the norms (2.3) and (3.1). Easily

‖∇u‖C0 ≤ C(‖∇u‖ 3q
3−q
+ ‖∇2u‖1,q) ≤ C(β)‖g‖1,q (3.4)

and for δ sufficiently small, ‖∇u‖C0 is small. Now from (I.4.29) we see that

‖F(u, s)‖1,q ≤C(‖(u · ∇)u‖1,q + ‖DuD2u‖1,q + β‖uD2u‖1,q+
+ ‖DsDu‖1,q + ‖f‖1,q + β2‖D2u‖1,q) .

Lemma 3.2 reads

‖F‖1,q ≤C
{
〈u〉2β,qβ

−1−2(1− 1
q
) + 〈u〉6(1−

1
q
)

β,q [(u, s)]
6−4q

q

0 β
−6(1− 1

q
) 2−q

q +

+ 〈u〉3(1−
1
q
)

β,q ([(u, s)]
3−q

q

0 + [(u, s)]
3−q

q

1 )β−2(1−
1
q
) 3

q (1 + β)+

+ ([(u, s)]
3−q

q

0 + [(u, s)]
3−q

q

1 )β−2(1−
1
q
) 5q−6

q (1 + β)+

+ ([(u, s)]21 + [(u, s)]1[(u, s)]0(1 + β))β
−4(1− 1

q
)+

+ ‖f‖1,q + [(u, s)]1β2−2(1−
1
q
)
}
.

Employing Theorems III.5.1, III.5.2 and IV.2.1 we get finally (we assume
| lnβ| > 1)

‖z‖1,q ≤C‖F‖1,q ≤ C
{
‖g‖21,q[β−1−2(1−

1
q
) + β−6(1−

1
q
) 2−q

q +

+ β−2(1−
1
q
) 3

q (1 + β) + β−4(1−
1
q
)(1 + β)]+

+ ‖g‖
(3−q)

q

1,q β
−2(1− 1

q
) 6−5q

q (1 + β) + ‖g‖1,qβ
2
q+

+ β1+2(1−
1
q
)| lnβ|−2 + β2−2(1−

1
q
) 6−5q

q +

+ β2−2(1−
1
q
) 3−2q

q (1 + β) + β2(1 + β) + ‖f‖1,q
}
.
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Therefore assuming δ = εβ1+2(1−
1
q
),

‖z‖1,q ≤ εβ
1+2(1− 1

q
) = δ .

Let us emphasize that

‖g‖21,qβ−1−2(1−
1
q
) ≤ Cε2β

1+2(1− 1
q
) ≤ 1

10
εβ
1+2(1− 1

q
)

for ε small enough and

β
1+2(1− 1

q
)| lnβ|−2 ≤ 1

10
εβ
1+2(1− 1

q
)

for β small enough. Lemma 3.3 is proved.

2

Now it remains to show that the operatorM is a contraction in the space
Lq(Ω). It means we are about to show that there exists δ small enough such
that for all g1, g2 ∈ Bδ there exists κ ∈ (0, 1) such that

‖Mg1 −Mg2‖q ≤ κ‖g1 − g2‖q .

Let us first reformulate the problems (I.4.28) and (I.4.29). We have easily

−∆(u1 − u2) + ̺
β

µ

∂u1 − u2
∂x1

+∇(s1 − s2) = g1 − g2

∇ · (u1 − u2) = 0
u1 − u2 = 0 at ∂Ω

u1 − u2 → 0 as |x| → ∞

(3.5)

µ(z1 − z2) + α1((u1 + v∞) · ∇)(z1 − z2) =
= F(u1, s1)− F(u2, s2)− α1(u1 − u2) · ∇z2 ≡ G ,

(3.6)

where

F(u1, s1)−F(u2, s2) = −̺((u1 − u2) · ∇)u1 − ̺(u2 · ∇)(u1 − u2)+
+ α1∇ · {(∇(u1 − u2))T [∇u1 + (∇u1)T ]+
+ (∇u2)T [∇(u1 − u2) + (∇(u1 − u2))T ]+

+ ̺
β

µ

∂u1
∂x1

⊗ (u1 − u2) + ̺
β

µ

∂(u1 − u2)
∂x1

⊗ u2−
− (s1 − s2)(∇u1)T − s2(∇(u1 − u2))T }+

+ α1
̺β2

µ

∂2(u1 − u2)
∂x21

.

(3.7)

Our aim is to show that ‖z1 − z2‖q ≤ κ‖g1 − g2‖q with κ < 1. For (3.5) we
have
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〈u1 − u2〉β,q ≤ C‖g1 − g2‖q
[(u1 − u2, s1 − s2)]0 ≤ C‖g1 − g2‖q ,

(3.8)

while for (3.6)

‖z1 − z2‖q ≤
1

µ− αϑ1
‖G‖q . (3.9)

Similarly as in Lemma 3.3 we can show that ϑ1 is small if δ is small enough.
We start to estimate G in Lq(Ω) by means of 〈u1 − u2〉β,q and [u1 − u2]0.

The constants in the estimates will depend on 〈ui〉β,q and [ui]1 and will be small
for δ small. We shall give the estimates of the terms on the right hand side of
(3.7).

‖((u1 − u2) · ∇)z2‖q ≤ ‖u1 − u2‖∞‖∇z2‖q ≤

≤ δβ
−2(1− 1

q
) 3−q
3 [u1 − u2]

3−2q
q

0 〈u1 − u2〉
3(1− 1

q
)

0 ≤
≤ εβ

1−2(1− 1
q
) 3−2q

q ‖g1 − g2‖q
Let us note that for β ∈ (1, 65) the exponent by β is strictly positive.

‖((u1 − u2) · ∇)u1‖q ≤ β
−1−2(1− 1

q
)〈u1 − u2〉β,q〈u1〉β,q ≤

≤ C(| lnβ|−1 + ε)‖g1 − g2‖q
The same result holds also for the term u2 · ∇(u1 − u2).

β‖u2∇2(u1 − u2)‖q ≤ β‖∇2(u1 − u2)‖q‖u2‖∞ ≤
≤ Cβ

2−2(1− 1
q
) 3−q

q (1 + ε)‖g1 − g2‖q + β2(1 + ε
3−2q

q )‖g1 − g2‖q
Completely analogously we can estimate

β‖(u1 − u2)D2u1‖q ≤ β
2−2(1− 1

q
) 3−q

q (1 + ε)‖g1 − g2‖q .
Moreover

β2‖∇2(u1 − u2)‖q ≤ Cβ
2
q ‖g1 − g2‖q .

All the other terms can be estimated by the same term

‖∇(u1 − u2)∇2ui‖q ≤ ‖∇(u1 − u2)‖ 2q
2−q

‖∇2ui‖2 ≤ Cβ
2−q

q (1 + ε)‖g1 − g2‖q
‖∇2(u1 − u2)∇ui‖q ≤ ‖∇2(u1 − u2)‖q‖∇ui‖∞ ≤ Cβ

2−q
q (1 + ε)‖g1 − g2‖q

‖∇(s1 − s2)∇u1‖q ≤ ‖∇(s1 − s2)‖q‖∇u1‖∞ ≤ Cβ
2−q

q (1 + ε)‖g1 − g2‖q
‖∇s2∇(u1 − u2)‖q ≤ ‖∇s2‖2‖∇(u1 − u2)‖ 2q

2−q
≤ Cβ

2−q
q (1 + ε)‖g1 − g2‖q .

From the calculations above we conclude

Lemma 3.4 Let β, ε be small enough, δ = εβ
1+2(1− 1

q
). Then there exists κ ∈

(0, 1) such that
‖Mg1 −Mg2‖q ≤ κ‖g1 − g2‖q

for all g1, g2 ∈ Bδ.

Analogously we can proceed for k ≥ 2. Combining Lemmas 3.3 and 3.4 with
Theorem 0.1 we finish the proof of Theorem 3.1.



VI
Weighted estimates

Using a version of the Banach fixed point theorem (see Theorem V.0.1) we pro-
ved the existence of solutions to the system (V.1.6)–(V.1.8) in Sobolev spaces.
This chapter will be devoted to the study of weighted estimates of this solutions
in order to show that the solutions obey certain asymptotic structure. Due to
the construction of solutions it is enough to verify that the operator M defi-
ned in Theorems V.1.1–V.1.3 and V.2.1 maps balls in certain weighted spaces
into themselves. Namely, it will be an easy matter to see that such balls have
non–empty intersection with balls used in the above mentioned theorems. Then,
taking (w0, s0) in this intersection, we have that any (wi, si), i ∈ N, defined

(wi, si) =M(wi−1, si−1) , i = 1, 2, . . .

remains in this intersection and due to the weak compactness of such sets we
have the same result for the solution; due to the uniqueness1 of the fixed point
constructed in Theorem V.0.1 we therefore get that solution constructed in the
last chapter have the asymptotic structure implied by the weighted spaces.
A fundamental role in this weighted estimates will be played by the integral

representation of solutions to the modified Oseen problem (see Section III.4)
and by the weighted estimates obtained in Section II.3 for the Oseen kernels.
Let us recall that due to the similar asymptotic properties of the fundamental
solutions to the modified Oseen problem and to the (classical) Oseen problem
the estimates from Section II.3 are applicable.
We shall combine these estimates with the weighted estimates to the trans-

port equation (see Theorem IV.2.6) and also with some results from Chapter
V. As usually we shall study separately the threedimensional and plane flows.

VI.1 Threedimensional flow

Let us recall that the weight

µa,ωb (x;β) = |x|ω(1 + |βx|)a−ω(1 + s(βx))b (1.1)

behaves outside the unit ball as the weight νab (x;β), see Section II.3. We define

Vβ =
{
u ∈ L∞(Ω;µ1,ω1 (· ;β));∇u,∇2u ∈ Lr(Ω;µ

3
2
− 3

r
,ω

3
2
− 1

r

(· ;β)),

π,∇π ∈ Lr(Ω;µ
2− 4

r
,ω

0 (· ;β))
} (1.2)

1in sufficiently small balls
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with the norm

‖(u, π)‖Vβ
= ‖u‖∞,(µ1,ω1 (· ;β)),Ω

+

+‖∇u;∇2u‖
r,(µ

3
2−
3
r ,ω

3
2−
1
r

(· ;β)),Ω
+ ‖π;∇π‖

r,(µ
2− 4r ,ω

0 (· ;β)),Ω
, (1.3)

where r ∈ (1;∞) is a sufficiently large power and ω > 0 will be precised later.
Our aim is to show that the operatorM (defined below) maps sufficiently small
balls in Vβ into itself for β sufficiently small. We defineM : Vβ 7→ Vβ

A(u) + β
∂u

∂x1
+∇π = ∇ · GG(f ,w, p,T)
∇ · u = 0




in Ω

u = −βe1 at ∂Ω

u→ 0 as |x| → ∞ ,

(1.4)

p+ ((w + v∞) · ∇)p = s , (1.5)

T+ ((w + v∞) · ∇)T+G(∇w,T) = 2D(w) , (1.6)

where

GG(f ,w, p,T) = h+ F(∇w,T) + p(∇w)T − ((w · ∇)w)⊗w−

−w ⊗w − β
( ∂w
∂x1

⊗w + ((w · ∇)w)⊗ e1
)
+ f ⊗ (w + βe1) ,

(1.7)

∇ · h = f . (1.8)

From Theorem IV.2.6 we easily get

Lemma 1.1 Let ‖w‖C2 and β be sufficiently small.2 Then for any 1 < r <∞
and any 0 ≤ ω ≤ a, 0 ≤ b and p, T solution to (1.5) and (1.6), respectively, we
have

‖p‖r,(µa,ω
b
(· ;β)) ≤ C‖s‖r,(µa,ω

b
(· ;β)) (1.9)

‖p‖1,r,(µa,ω
b
(· ;β)) ≤ C‖s‖1,r,(µa,ω

b
(· ;β)) (1.10)

‖T‖r,(µa,ω
b
(· ;β)) ≤ C‖∇w‖r,(µa,ω

b
(· ;β)) (1.11)

‖T‖1,r,(µa,ω
b
(· ;β)) ≤ C‖∇w‖1,r,(µa,ω

b
(· ;β)) . (1.12)

Proof: From Theorem IV.2.6 it follows that we have only to verify that
‖∇ lnµa,ωb (· ;β)‖C1 is independent of β for β sufficiently small. But (y = βx)

|∇ lnµa,ωb (x;β)| ≤

≤ β|x|ω(1 + |βx|)a−1−ω(1 + s(βx))b
(1 + β|x|)a−ω(1 + s(β|x|))b|x|ω +

+
β|x|ω(1 + |βx|)a−ω(1 + s(βx))b−1∇ys(y)

(1 + β|x|)a−ω(1 + s(β|x|))b|x|ω +

+
ω|x|ω−1(1 + |βx|)a−ω(1 + s(βx))b
(1 + β|x|)a−ω(1 + s(β|x|))b|x|ω ≤ C

( 1
|x| + β

)

2We can replace this condition by ‖w‖C1 + ‖∇2w‖p + β small, p > 3.
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with C independent of β (recall that B 1
2
(0) ⊂ Ωc). Analogously for higher

derivatives. The proof is complete.

2

Remark 1.1

(i) There exist Ci = Ci(Ω, a, b, r), i = 1, 2, independent of β such that for
any a, b ≥ 0, β ≤ 1 and any g ∈W 1,r(Ω; ηab )

C1‖g‖1,r,(µa,ω
b
(· ;β)) ≤

[
‖g‖r,(µa,ω

b
(· ;β))+

+‖∇g‖r,(µa,ω
b
(· ;β))

]
≤ C2‖g‖1,r,(µa,ω

b
(· ;β)) .

(1.13)

In order to verify (1.13) it is sufficient to show that

‖g‖r,(∇µa,ω
b
(· ;β)) ≤ C‖g‖r,(µa,ω

b
(· ;β)) . (1.14)

Then namely

‖g‖1,r,(µa,ω
b
(· ;β)) ≤ ‖g‖r,(µa,ω

b
(· ;β)) + ‖∇g‖r,(µa,ω

b
(· ;β))+

+‖g‖r,(∇µa,ω
b
(· ;β)) ≤ c1(‖g‖r,(µa,ω

b
(· ;β)) + ‖∇g‖r,(µa,ω

b
(· ;β)))

and
‖∇g‖r,(µa,ω

b
(· ;β)) ≤ ‖∇gµa,ωb (· ;β)) + g∇µ

a,ω
b (· ;β))‖r+

+‖g‖r,(∇µa,ω
b
(· ;β)) ≤ c2‖g‖1,r,(µa,ω

b
(· ;β)) .

To show (1.14) we proceed as in the proof of Lemma 1.1. Indeed,

∫

Ω
|g(x)|r∇(µar,ωrbr (x;β))dx ≤ C

∫

Ω
|g(x)|rβ

[
arµar−1,ωrbr (x;β)+

+br∇ys(y)µar,ωrbr−1 (x;β) +
ωr

β|x|(µ
ar,ωr
br (x;β))

]
dx ≤

≤ C

∫

Ω

[ |g(x)|r
|x| µar,ωrbr (x;β) + |g(x)|rµar,ωrbr (x;β)β

]
dx ≤

≤ C‖g‖rr,(µa,ω
b
(· ;β)) ,

where we used the fact that 0 ∈ Ωc and |∇ys| =
√
2s(y)
|y| .

(ii) We have for r > N

‖gµa,ωb (x;β)‖∞ ≤ C‖gµa,ωb (x;β)‖1,r (1.15)

and therefore, by (1.13) also

‖gµa,ωb (x;β)‖∞ ≤ C(‖g‖r,(µa,ω
b
(· ;β)) + ‖∇g‖r,(µa,ω

b
(· ;β))) . (1.16)
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From Theorem III.4.1 and Corollary III.4.1 we have

uj(x) =
∫

Ω

∂Oµ
ij(x− y;β)
∂xk

[
hik + Fik(∇w,T) + p

∂wk
∂yi

− wlwk
∂wi
∂yl

−

−wiwk − β
(
wk
∂wi
∂y1
+ wl

∂wi
∂yl

δ1k
)
+ fi(wk + βδik)

]
(y)dy+

+
∫

∂Ω

[
− βOµ

ij(x− y;β)ui(y)δik + ui(y)Tik(OOOµ
·j , ej)(x− y;β)+

+Oµ
ij(x− y;β)Tik(u, π)(y) +Oµ

ij(x− y;β)Gik(y)
]
nk(y)dyS

(1.17)

for i, j = 1, 2, 3.
Let us suppose that

‖(w, s)‖Vβ
≤ δ = εβa , (1.18)

where a will be precised later. Moreover, let also

‖(w, s)‖Vki
≤ εβα , i = 1, 2, 3 , (1.19)

where α can be taken in [34 ; 1) (see Theorems V.1.i), k ≥ 2, i = 1, 2, 3. Let us
recall that

‖(w, s)‖Vk1
= β

1
4 ‖w‖4 + ‖∇w‖k,2 + ‖s‖k,2

‖(w, s)‖Vk2
= β

1
4 ‖w‖4 + ‖∇w‖2 + ‖s‖2 + ‖∇2w‖k−1,p + ‖∇s‖k−1,p

‖(w, s)‖Vk3
= β

1
2 ‖w‖ 2q

2−q
+ β

1
4 ‖∇w‖ 4q

4−q
+ ‖∇s‖q + ‖∇2w‖k−1,p + ‖∇s‖k−1,p .

We start to estimate the L∞–norm of uµ1,ω1 (· ;β). Let us denote by uVj the
part of uj which corresponds to the volume integrals, uSj the part corresponding

to the surface integrals. As ∇OOOµ ∼ η
− 3
2

− 3
2

(· ;β), we apply Theorem II.3.10 in the
estimate of the volume terms.
We have

‖uV ‖∞,(µ1,ω1 (· ;β))
= ‖uV µ1,ω1 (· ;β)‖∞ ≤ Cβ−1+(k−1)ω‖GG‖

∞,(µ
3
2 ,kω

1 (· ;β))
,

ω ≥ 0, (k − 1)ω ≤ 1, k ≥ 0, where we extended GG by zero outside of Ω. We
estimate each term in (1.17) separately. We assume for a moment that f and
h are sufficiently smooth and decay sufficiently fast at infinity; we collect the
precise assumptions in the main theorem.

‖h‖
∞,(η

3
2
1 (· ;β))

≤ ε

20
βa+1+ω (1.20)

due to the above mentioned assumptions. Next

‖F(∇w,T)‖
∞,(µ

3
2 ,2ω

1 (· ;β))
≤ ‖T‖

∞,(µ
3
4 ,ω

1
2

(· ;β))
‖∇w‖

∞,(µ
3
4 ,ω

1
2

(· ;β))
≤

≤ C‖T‖
1,r,(µ

3
4 ,ω

1
2

(· ;β))
‖∇w‖

1,r,(µ
3
4 ,ω

1
2

(· ;β))
.
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Applying Lemma 1.1 together with Remark 1.1 we get for r ≥ 4 (32 − 3
r ≥ 3

4)

‖F(∇w,T)‖
∞,(µ

3
2 ,2ω

1 (· ;β))
≤ Cε2β2a . (1.21)

Completely analogously

‖p∇w‖
∞,(µ

3
2 ,2ω

1 (· ;β))
≤

≤ ‖p‖
∞,(µ

3
4 ,ω

1
2

(· ;β))
‖∇w‖

∞,(µ
3
4 ,ω

1
2

(· ;β))
≤ Cε2β2a . (1.22)

Further
‖|w|2∇w‖

∞,(µ
3
2 ,2ω

1 (· ;β))
≤ ‖w‖2

∞,(µ
3
4 ,ω

1
2

(· ;β))
‖∇w‖∞ .

But (see (1.19))

‖∇w‖∞ ≤ C





‖∇w‖2,2 i = 1

‖∇w‖2 + ‖∇2w‖p i = 2

‖∇w‖ 4q
4−q
+ ‖∇2w‖p i = 3





≤ εβα

and therefore
‖|w|2∇w‖

∞,(µ
3
2 ,2ω

1 (· ;β))
≤ Cε3β2a+α . (1.23)

Next we have

‖|w|2‖
∞,(µ

3
2 ,2ω

1 (· ;β))
≤ ‖w‖2

∞,(µ
3
4 ,ω

1
2

(· ;β))
≤ Cε2β2a . (1.24)

Easily also for r ≥ 4

‖βw∇w‖
∞,(µ

3
2 ,2ω

1 (· ;β))
≤

≤ β‖w‖∞,(µ1,ω1 (· ;β))
‖∇w‖

∞,(µ
1
2 ,ω

0 (· ;β))
≤ Cε2β2a+1

(1.25)

and finally

‖f w‖
∞,(µ

3
2 ,ω

1 (· ;β))
+ ‖βf‖

∞,(η
3
2
1 (· ;β))

≤ ‖w‖∞,(µ1,ω1 (· ;β))
‖f‖

∞,(η
1
2
0 (· ;β))

+

+β‖f‖
∞(η

3
2
1 (· ;β))

≤ C(εβa + β)β
(1.26)

due to the assumptions on f . We can summarize now

‖uV ‖∞,(µ1,ω1 (· ;β))
≤ Cε2β2a−1+ω + o(β2a−1+ω) . (1.27)

Therefore we see that we need a ≥ 1− ω.
Next we continue with the surface integrals. We denote the surface terms in

(1.17) by (1)–(4) and the corresponding parts of uS by uS,1–uS,4. We distinguish
three situations

a) |x| ≤ 1
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b) 1 ≤ |x| ≤ 1
β , (β < 1)

c) β|x| > 1.

In the case a) we shall not use the integral representation; we rather apply the
results from the previous chapter and get for i = 1

‖u‖∞,Ω1 ≤ C‖u‖2,2,Ω1 ≤ C(‖u‖2,Ω1 + ‖∇u‖1,2,Ω1)

and for i = 2
‖u‖∞,Ω1 ≤ C(‖u‖2,Ω1 + ‖∇2u‖p,Ω1) .

Applying the Friedrichs inequality (see Theorem VIII.1.10) on Ω1 we have

‖u‖∞,Ω1 ≤
{
C(‖βe1‖1,(∂Ω + ‖∇u‖1,2,Ω1)
C(‖βe1‖1,(∂Ω + ‖∇u‖2,Ω1 + ‖∇2u‖p,Ω1)

}
≤ C(β + εβα)

and therefore, as µ1,ω1 (x;β) ∼ 1 on Ω1

‖u‖∞,(µ1,ω1 (· ;β)),Ω1
≤ Cεβα + o(βα) .

Combining this with the volume integrals we have

‖uS‖∞,(µ1,ω1 (· ;β)),Ω1
≤ Cεβα + o(βα) . (1.28)

Next we continue with the case b); we shall use from now the integral
representation. We have

|uS,1(x)µ1,ω1 (x;β)| ≤ βµ1,ω1 (x;β)
∫

∂Ω
|OOOµ(x− y;β)||u(y)|dyS ≤

≤ βµ1,ω1 (x;β)
[
β|OOOµ(x;β)|+ β

∫

∂Ω
|OOOµ(x− y;β)−OOOµ(x;β)|dyS

]
≤

≤ Cβ3|x|ω(1 + |βx|)1−ω(1 + s(βx))·

·
[
|OOOµ(βx; 1)|+ β

∫

∂Ω
|∇OOOµ((x− ty)β; 1)|dyS

]
.

Using |x− ty| ≤ |x| − |y| ≤ |x|
2 and the fact that |βx| ≤ 1 we have

|uS,1(x)µ1,ω1 (x;β)| ≤ C(1 + |βx|)1−ω(1 + s(βx))(β2|x|ω−1 + Cβ2|x|ω−2)

and therefore (ω < 1)

‖uS,1‖∞,(µ1,ω1 (· ;β)),Ω11
β

≤ Cβ2 . (1.29)

Next

|uS,2(x)µ1,ω1 (x;β)| ≤ Cβµ1,ω1 (x;β)(|∇OOOµ(x;β)|+ |e(x)|+
+|∇2OOOµ(x− ty;β)|+ |∇e(x− ty)|) ≤ Cβ|x|ω(1 + |βx|)1−ω(1 + s(βx))·

·
[ β2

|βx|2 +
1

|x|2 +
Cβ3

|βx|3 +
C

|x|3
]
≤

≤ Cβ(1 + |βx|)1−ω(1 + s(βx))(|x|−2+ω + |x|−3+ω) .
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As ω < 1, we get
‖uS,2‖∞,(µ1,ω1 (· ;β)),Ω11

β

≤ Cβ + o(β) . (1.30)

The third term can be estimated as follows3

|uS,3(x)µ1,ω1 (x;β)| ≤ Cµ1,ω1 (x;β)
(
|OOOµ(x;β)|

∫

∂Ω
(|∇u|+ |π|)dS+

+
∫

∂Ω
(|∇u|+ |π|)(|OOOµ(x− y;β)−OOOµ(x;β)

)
dS ≤

≤ C|x|ω(1 + |βx|)1−ω(1 + s(βx))
[ 1
|x|(‖∇u‖1,2,Ω1 + ‖π‖1,2,Ω1)+

+
1

|x|2 (‖∇u‖1,2,Ω1 + ‖π‖1,2,Ω1)
]
.

Recalling that ‖∇u‖1,2,Ω1 + ‖π‖1,2,Ω1 ≤ εβα (see Theorem V.1.1) we get

‖uS,3‖∞,(µ1,ω1 (· ;β)),Ω11
β

≤ Cεβα . (1.31)

Finally

|uS,4(x)µ1,ω1 (x;β)| ≤ C|x|ω(1 + |βx|)1−ω(1 + s(βx))·

·(|OOOµ(x;β)|+ |∇OOOµ
(x
2
;β
)
|)
∫

∂Ω
|GG · n|dS .

We easily get that (see Theorems V.1.1 and Remark VIII.3.6)4

∫

∂Ω
|GG · n|dS ≤ C

[
‖h‖2,Ω1 + ‖∇ · h‖2,Ω1 + ‖T∇w‖1,2,Ω1 + ‖p∇w‖2,Ω1+
+‖∇p∇w‖2,Ω1 + β2‖∇w‖1,2+

+β2 + β‖f‖1,2,Ω1
]
≤ C(f) + Cε2β2α + o(β2α)

(1.32)
and therefore

‖uS,4‖∞,(µ1,ω1 (· ;β)),Ω11
β

≤ Cε2β2α + o(β2α) . (1.33)

Collecting (1.28)–(1.33) we get

‖uS‖∞,(µ1,ω1 (· ;β)),Ω11
β

≤ Cεβα + o(βα) . (1.34)

Next we continue with the case x ∈ Ω
1
β . We study again the four terms

separately.

|uS,1(x)µ1,ω1 (x;β)| ≤ Cβ2µ1,ω1 (x;β)(|OOOµ(x;β)|+ |∇OOOµ
(x
2
;β
)
|) ≤

≤ Cβ2|x|ω(1 + |βx|)1−ω(1 + s(βx))·

·
[ β

(1 + |βx|)(1 + s(βx)) +
β2

(1 + |βx|) 32 (1 + s(βx)) 32
]
.

3If i = 2, then the norms of u and π are replaced by ‖∇u‖2,Ω1 + ‖∇2u‖p,Ω1 + ‖π‖2,Ω1 +
‖∇π‖p,Ω1 and instead of Theorem V.1.1 we apply Theorem V.1.2, similarly for i = 3.

4similarly also in the case of Theorem V.1.2 and Theorem V.1.3.
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Therefore
‖uS,1‖

∞,(µ1,ω1 (· ;β)),Ω
1
β
≤ Cβ3−ω + o(β3−ω) . (1.35)

The second term we estimate as follows

|uS,2(x)µ1,ω1 (x;β)| ≤ Cβµ1,ω1 (x;β)
[
|∇OOOµ(x;β)|+ |e(x)|+

+|∇2OOOµ
(x
2
;β
)
|+ |∇e

(x
2

)
|
]
≤ Cβ3|x|ω(1 + |βx|)1−ω(1 + s(βx))·

·
[ 1

(1 + |βx|) 32 (1 + s(βx)) 32
+
1

|βx|2 +
β

(1 + |βx|)2(1 + s(βx))2 +
β

|βx|3
]

and so
‖uS,2‖

∞,(µ1,ω1 (· ;β)),Ω
1
β
≤ Cβ3−ω + o(β3−ω) . (1.36)

The third term gives us

|uS,3(x)µ1,ω1 (x;β)| ≤ C|x|ω(1 + |βx|)1−ω(1 + s(βx))·

·
(
|∇OOOµ(x;β)|+ |e(x)|+ |∇2OOOµ

(x
2
;β
)
|+ |∇e

(x
2

)
|
) ∫

∂Ω
(|∇u|+ |π|)dS .

As
∫
∂Ω(|∇u|+ |π|)dS ≤ ‖∇u‖1,2,Ω1 + ‖π‖1,2,Ω1 ≤ εβα, we have5

‖uS,3‖
∞,(µ1,ω1 (· ;β)),Ω

1
β
≤ Cεβ1−ω+α + o(β1−ω+α) . (1.37)

Finally, as in (1.32) we estimate

∫

∂Ω
|GG · n|dS ≤ C

[
‖h‖2,Ω1 + ‖∇ · h‖2,Ω1 + ‖T∇w‖1,2,Ω1 + ‖p∇w‖1,2,Ω1+

β2‖∇w‖1,2,Ω1 + β2 + β‖f‖1,2,Ω1
]
≤ C(f) + Cε2β2α + o(β2α)

and therefore

‖uS,4‖
∞,(µ1,ω1 (· ;β)),Ω

1
β
≤ Cε2β1−ω+2α + o(β1−ω+2α) . (1.38)

Collecting (1.35)–(1.38) we have

‖uS‖
∞,(µ1,ω1 (· ;β)),Ω

1
β
≤ Cεβ1−ω+α + o(β1−ω+α) . (1.39)

So, (1.27), (1.28), (1.34) and (1.39) imply for ε, β and the right hand side
sufficiently small (we choose a = 1− ω)

‖u‖∞,(µ1,ω1 (· ;β)),Ω
≤ 1
5
εβ1−ω .

Let us recall that α ∈ [34 ; 1) i.e. for any 0 < ω < 1 we may take α in such a way
that 1− ω < α < 1.

5see footnote above
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Next we study weighted estimates for first and second gradient of velocity.
We shall study together also the estimates for pressure and its gradient. We
have from Theorems III.4.1 and III.4.2

Dαuj(x) = A(1,α)j (GG) +
∫

Ω
Dα
x

∂N µ
ij(x− y;β)
∂xk

Gik(y)dy+

+
∫

∂Ω

[
− βDαOµ

ij(x− y;β)ui(y)δ1k + ui(y)DαTik(OOOµ
·j , ej)(x− y;β)+

+DαOµ
ij(x− y;β)Tik(u, p)(y) +DαOµ

ij(x− y;β)Gik
]
nk(y)dyS

(1.40)

for |α| = 1 and

Dαuj(x) = A(2,α)j (∇ · GG) +
∫

Ω
Dα
xN µ

ij(x− y;β)
∂Gik
∂yk
(y)dy+

+
∫

∂Ω

[
− βDαOµ

ij(x− y;β)ui(y)δ1k + ui(y)DαTik(OOOµ
·j , ej)(x− y;β)+

+DαOµ
ij(x− y;β)Tik(u, p)(y)

]
nk(y)dyS

(1.41)

for |α| = 2. For the pressure

π(x) = v.p.
∫

Ω

∂ei
∂xk
(x− y)Gik(y)dy + cikGik(x)+

+
∫

∂Ω

[
− βei(x− y)ui(y)δ1l + ui(y)Til(e)(x− y)+

+ei(x− y)Til(u, π)(y) + ei(x− y)Gil(y)
]
nl(y)dyS

(1.42)

∂π(x)

∂xj
= v.p.

∫

Ω

∂ei
∂xj
(x− y)∂Gik

∂yk
(y)dy + cij

∂Gik
∂xk
(x)+

+
∫

∂Ω

[
− β

∂ei(x− y)
∂xj

ui(y)δ1l + ui(y)
∂Til
∂xj
(e)(x− y)+

+
∂ei(x− y)

∂xj
Til(u, π)(y)

]
nl(y)dyS + cij

∂Gik
∂xk
(x) ,

(1.43)

where TT (e) is defined in (III.4.16), GG in (1.7), A1,αj and A2,αj are singular integral
operators satisfying the assumptions of Theorem II.3.5 and D2N µ

ij = D2Oµ
ij −

D2Sµij are weakly singular operators such that D2N µ
ij(x) ∼ η−2−1(x) for |x| large.

We start with the estimates of the volume terms. We have from Corollary
II.3.3 and Theorem II.3.8 that for k ≥ 0

‖D2OOOµ ∗ f‖
r,(µ

3
2−
3
r ,ω

3
2−
1
r

(· ;β))
≤ Cβ(k−1)ω‖f‖

r,(µ
2− 5
2r+δ,kω

1− 3
2r

(· ;β))

‖De ∗ f‖
r,(µ

2− 4r ,ω

0 (· ;β))
≤ Cβ(k−1)ω‖f‖

r,(µ
2− 4r ,ω

0 (· ;β))

(1.44)

for any f such that the norms on the right hand side are finite and f has
support outside of the origin6, δ > 0 sufficiently small. The convolutions on the
left hand side are to be understood in the following sense

(D2OOOµ ∗ f)(x) = A(f) + cf(x) + (N µ ∗ f)(x)

(De ∗ f)(x) = v.p.
∫

R
N
∇e(x− y)f(y)dy + cf(x) ,

(1.45)

6see Chapter II, Remark II.3.4
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the convolution on the right hand side of (1.45) is now defined in the classical
sense, for a.a. x ∈ R

N . We need therefore estimates of all terms in contained

in GG and ∇ · GG in Lr(Ω;µ2−
5
2r
+δ,kω

1− 3
2r

(· ;β)) and Lr(Ω;µ2−
4
r
,kω

0 (· ;β)). We estimate
each term separately. We have

‖h‖
r,(η

2− 5
2r+δ

1− 3
2r

(· ;β))

‖f‖
r,(η

2− 5
2r+δ

1− 3
2r

(· ;β))

‖h‖
r,(η

2− 4r
0 (· ;β))

‖f‖
r,(η

2− 4r
0 (· ;β))





≤ ε

10
β . (1.46)

Next

‖T∇w‖
r,(µ

2− 5
2r+δ,2ω

1− 3
2r

(· ;β))
≤ ‖T‖

∞,(µ
1− 1r ,ω

1
2−

3
4r

(· ;β))
‖∇w‖

r,(µ
1− 1r ,ω

1
2−

3
4r

(· ;β))
.

Now using Remark 1.1 (ii) we have for r ≥ 4

‖T‖
∞,(µ

1− 1r ,ω

1
2−

3
4r

(· ;β))
≤ C(‖T‖

r,(µ
1− 1r ,ω

1
2−

3
4r

(· ;β))
+ ‖∇T‖

r,(µ
1− 1r ,ω

1
2−

3
4r

(· ;β))
)

i.e., employing Lemma 1.1,

‖T∇w‖
r,(µ

2− 5
2r+δ,2ω

1− 3
2r

(· ;β))
≤ C‖∇w‖

r,(µ
1− 1r ,ω

1
2−

3
4r

(· ;β))
·

·
[
‖∇w‖

r,(µ
1− 1r ,ω

1
2−

3
4r

(· ;β))
+ ‖∇2w‖

r,(µ
1− 1r ,ω

1
2−

3
4r

(· ;β))

]
≤ Cε2β2−2ω .

(1.47)

Completely analogously we have

‖∇T∇w‖
r,(µ

2− 5
2r+δ,2ω

1− 3
2r r

(· ;β))
+ ‖T∇2w‖

r,(µ
2− 5
2r+δ,2ω

1− 3
2r

(· ;β))
≤

≤ C
[
‖∇w‖

r,(µ
1− 1r ,ω

1
2−

3
4r

(· ;β))
+ ‖∇2w‖

r,(µ
1− 1r ,ω

1
2−

3
4r

(· ;β))

]2
≤ Cε2β2−2ω .

(1.48)

The same kind of estimates gives us

‖T∇w‖
r,(µ

2− 4r ,2ω

0 (· ;β))
+

+‖∇(T∇w)‖
r,(µ

2− 4r ,2ω

1− 1r

(· ;β))
≤ Cε2β2−2ω (1.49)

‖p(∇w)T ‖
r,(µ

2− 5
2r+δ,2ω

1− 3
2r

(· ;β))
+ ‖p(∇w)T ‖

r,(µ
2− 4r ,2ω

0 (· ;β))
+

+‖∇p(∇w)T ‖
r,(µ

2− 5
2r+δ,2ω

1− 3
2r

(· ;β))
+ ‖∇p(∇w)T ‖

r,(µ
2− 4r ,2ω

0 (· ;β))
≤

≤ Cε2β2−2ω .

(1.50)

The trilinear term can be estimated very easily; namely using

‖|w|2∇kw‖r ≤ ‖∇kw‖r‖w‖2∞ (k = 1, 2)

‖|∇w|2w‖r ≤ ‖∇w‖r‖∇w‖1,r‖w‖∞
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we get as above

‖|w|2∇w‖
r,(µ

2− 5
2r+δ,3ω

1− 3
2r

(· ;β))
+ ‖|w|2∇w‖

r,(µ
2− 4r ,3ω

0 (· ;β))
+

+‖∇(|w|2∇w)‖
r,(µ

2− 5
2r+δ,3ω

1− 3
2r

(· ;β))
+ ‖∇(|w|2∇w)‖

r,(µ
2− 4r ,3ω

0 (· ;β))
≤

≤ Cε3β3−3ω .

(1.51)

A little bit another technique must be used in order to estimate the con-
vective term. We have for r ≥ 4 and δ sufficiently small

‖|w|2‖r
r,(µ

2− 5
2r+δ,2ω

1− 3
2r

(· ;β))
=
∫

Ω
|w|2r|x|2ωr(1 + |βx|)2r(1−ω)− 52+δr(1 + s(βx)r− 32dx

≤ ‖w‖2r∞,(µ1,ω1 (· ;β))

∫

Ω
(1 + |βx|)− 52+δr(1 + s(βx))−r− 32dx ≤

≤ Cβ−3‖w‖2r∞,(µ1,ω1 (· ;β))
‖|w|2‖r

r,(µ
2− 4r ,2ω

0 (· ;β))
=

=
∫

Ω
|w|2r|x|2ωr(1 + |βx|)2r−4−2ωrdx ≤ Cβ−3‖w‖2r∞,(µ1,ω1 (· ;β))

and using the obvious estimate

‖w · ∇w‖r ≤ ‖w‖∞‖∇w‖r

we end up with

‖w ⊗w‖
r,(µ

2− 5
2r+δ,2ω

1− 3
2r

(· ;β))
≤ Cε2β2−2ω−

3
r

‖(w · ∇)w‖
r,(µ

2− 5
2r+δ,2ω

1− 3
2r

(· ;β))
≤ Cε2β2−2ω

‖w ⊗w‖
r,(µ

2− 4r ,2ω

0 (· ;β))
≤ Cε2β2−2ω−

3
r

‖(w · ∇)w‖
r,(µ

2− 4r ,2ω

0 (· ;β))
≤ Cε2β2−2ω .

(1.52)

The next term can be estimated very easily

‖βw · ∇w‖
r,(µ

2− 5
2r+δ,2ω

1− 3
2r

(· ;β))
+ ‖β∇(w · ∇)w‖

r,(µ
2− 5
2r+δ,2ω

1− 3
2r

(· ;β))
+

+‖βw · ∇w‖
r,(µ

2− 4r ,2ω

0 (· ;β))
+ ‖β∇(w · ∇)w‖

r,(µ
2− 4r ,2ω

0 (· ;β))
≤

≤ Cε2β3−2ω .

(1.53)

Finally, for the last term we have

‖f w‖
r,(µ

2− 5
2r+δ,ω

1− 3
2r

(· ;β))
+ β−ω‖βf‖

r,(η
2− 5
2r+δ

1− 3
2r

(· ;β))
≤ Cεβ

‖∇f w‖
r,(µ

2− 5
2r+δ,ω

1− 3
2r

(· ;β))
+ β−ω‖β∇f‖

r,(η
2− 5
2r+δ

1− 3
2r

(· ;β))
≤ Cεβ

‖f w‖
r,(µ

2− 4r ,ω

0 (· ;β))
+ β−ω‖βf‖

r,(η
2− 4r
0 (· ;β))

≤ Cεβ

‖∇f w‖
r,(µ

2− 4r ,ω

0 (· ;β))
+ β−ω‖β∇f‖

r,(η
2− 4r
0 (· ;β))

≤ Cεβ .

(1.54)
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Therefore, combining (1.44) with (1.46)–(1.54) we have for ε and β suffici-
ently small

‖∇uV ‖
r,(µ

3
2−
3
r ,ω

3
2−
1
r

(· ;β))
+ ‖∇2uV ‖

r,(µ
3
2−
3
r ,ω

3
2−
1
r

(· ;β))
+

+‖πV ‖
r,(µ

2− 4r ,ω

0 (· ;β))
+ ‖∇πV ‖

r,(µ
2− 4r ,ω

0 (· ;β))
≤

≤ ε

20
β1−ω .

(1.55)

Next we have to estimate the boundary terms. As above, we distinguish
three cases, i.e. |x| ≤ 1, 1 < |x| ≤ 1

β and |x| > 1
β . In order to estimate the

second gradient of u (first gradient of pressure) we have to require some more
regularity on f — either f ∈ W k,2(Ω) ∩ D−1,2(Ω), k ≥ 3 (and use Theorem
V.1.1) or f ∈ W k,p(Ω) ∩D−1,2(Ω) ∩ L2(Ω), k ≥ 2, p ∈ (3; 4] (and use Theorem
V.1.2) or finally f ∈ W 1,q(Ω) ∩W k,r(Ω), k ≥ 1, q ∈ (1; 65 ] (and use Theorem
V.1.3). In the first case we have

‖∇u,∇2u‖
r,(µ

3
2−
3
r ,ω

3
2−
1
r

(· ;β)),Ω1
≤ C‖∇u,∇2u‖∞,Ω1 ≤

≤ C‖∇u,∇2u‖2,2,Ω1 ≤ C‖∇u‖3,2 ≤ Cεβα , α ∈
[3
4
; 1
)
.

(1.56)

Analogously for the second case

‖∇u,∇2u‖
r,(µ

3
2−
3
r ,ω

3
2−
1
r

(· ;β)),Ω1
≤ C‖∇u,∇2u‖∞,Ω1 ≤

≤ C‖∇u,∇2u‖1,p,Ω1 ≤ C‖∇u‖2,p ≤ Cεβα , α ∈
[3
4
; 1
)
.

(1.57)

In the last case we have directly (r > 3 > 3q
3−q , 1 < q < 3

2)

‖∇u,∇2u‖
r,(µ

3
2−
3
r ,ω

3
2−
1
r

(· ;β)),Ω1
≤ C‖∇u,∇2u‖r,Ω1 ≤

≤ C‖∇2u‖r,Ω1 + ‖∇u‖ 3q
3−q

≤ C(‖∇2u‖r,Ω1 + ‖∇2u‖q,Ω)
(1.58)

as ∇u ∈ L
4q
4−q (Ω). Therefore we get in all three cases for r sufficiently large

(r > 3)

‖∇u,∇2u‖
r,(µ

3
2−
3
r ,ω

3
2−
1
r

(· ;β)),Ω1
≤ Cεβα , α ∈

[3
4
; 1
)
. (1.59)

Exactly in the same way we can show7

‖π,∇π‖
r,(µ

2− 4r ,ω

0 (· ;β)),Ω1
≤ Cεβα , α ∈

[3
4
; 1
)
. (1.60)

As analogous estimates are valid for ∇uV , ∇2uV , πV and ∇πV , we get
inequalities (1.59) and (1.60) for the surface parts ∇uS , ∇2uS , πS and ∇πS .
Let us now consider the case 1 < |x| ≤ 1

β for β < 1. As above, we de-

note the corresponding surface integrals by ∇uS,i and πS,i, i = 1, 2, 3, 4 and
7We use the fact that the pressure tend to zero for |x| → ∞ and therefore the Sobolev–

Poincaré inequality holds
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∇2uS,i, ∇πS,i, i = 1, 2, 3, respectively. We shall estimate each term separately,
analogously as in the case of L∞–estimates. Moreover, it is enough to estimate
only ∇u and π in the corresponding weighted spaces. Then ∇2u and ∇π can
be estimated easily by the same terms — the asymptotic structure of higher
gradients of OOOµ and e is better than those of the lower gradients.

|∇uS,1(x)µ
3
2
− 3

r
,ω

3
2
− 1

r

(x;β)| ≤

≤ Cβ4|x|ω(1 + |βx|) 32−ω− 3r (1 + s(βx)) 32− 1r
( 1

|βx|2 +
β

|βx|3
)

i.e.

‖∇uS,1‖r
r,(µ

3
2−
3
r ,ω

3
2−
1
r

(· ;β)),Ω11
β

≤ Cβ(4−ω)r
∫

Ω11
β

(|βx|(ω−2)r + βr|βx|(ω−3)r)·

·(1 + |βx|)( 32−ω− 3r )r(1 + s(βx)) 32 r−1dx ≤

≤ Cβ(4−ω)r−3
∫ 1

β
|y|ωr−2r+2d|y| ≤ Cβ2r .

(1.61)

Analogously

|∇uS,2(x)µ
3
2
− 3

r
,ω

3
2
− 1

r

(x;β)| ≤ Cβ|x|ω(1 + |βx|) 32−ω− 3r (1 + s(βx)) 32− 1r ·

·
( β3

|βx|3 +
1

|x|3 +
β4

|βx|4 +
1

|x|4
)
,

i.e.

‖∇uS,2‖r
r,(µ

3
2−
3
r ,ω

3
2−
1
r

(· ;β)),Ω11
β

≤ Cβ(4−ω)r
∫

Ω11
β

(|βx|(ω−3)r + βr|βx|(ω−4)r)·

·(1 + |βx|)( 32−ω− 4r )r(1 + s(βx))r−1dx ≤

≤ Cβ(4−ω)r−3
∫ 1

β
|y|ωr−3r+2d|y| ≤ Cβr .

(1.62)

|∇uS,3(x)µ
3
2
− 3

r
,ω

1− 1
r

(x;β)| ≤ Cβ|x|ω(1 + |βx|) 32−ω− 3r (1 + s(βx)) 32− 1r ·

·
(
|∇OOOµ(x;β)|+ |∇2OOOµ

(x
2
;β
)
|
) ∫

∂Ω
(|∇u|+ |π|)dS .

As in the part |x| < 1 we get either
∫

∂Ω
(|∇u|+ |π|)dS ≤ C(‖∇u‖1,2,Ω1 + ‖π‖1,2,Ω1) (f ∈ D−1,2

0 (Ω) ∩W 1,2(Ω))

or
∫

∂Ω
(|∇u|+ |π|)dS ≤ C(‖∇2u‖q,Ω + ‖∇π‖q,Ω) (f ∈W 1,q(Ω) , 1 < q ≤ 6

5
) .

Then (see (1.18))
‖∇uS,3‖

r,(µ
3
2−
3
r ,ω

3
2−
1
r

(· ;β)),Ω11
β

≤ Cεβα . (1.63)
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Finally, the last term can be estimated

|∇uS,4(x)µ
3
2
− 3

r
,ω

3
2
− 1

r

(x;β)| ≤ C|x|ω(1 + |βx|) 32−ω− 3r (1 + s(βx)) 32− 1r ·

·(|∇OOOµ(x;β)|+ |∇2OOOµ
(x
2
;β
)
|)
∫

∂Ω
|GG · n|dS .

The surface integral can be estimated (see (1.32))

∫

∂Ω
|GG · n|dS ≤ C(f) + Cε2β2α + o(β2α)

and therefore

‖∇uS,4‖
r,(µ

3
2−
3
r ,ω

3
2−
1
r

(· ;β)),Ω11
β

≤ Cε2β2α . (1.64)

Next we estimate the pressure. We have

|πS,1(x)µ2−
4
r
,ω

0 (x;β)| ≤ Cβ2|x|ω(1 + |βx|)2−ω− 4r
( 1
|x|2 +

1

|x|3
)

i.e.
‖πS,1‖r

r,(µ
2− 4r ,ω

0 (· ;β)),Ω11
β

≤

≤ Cβ2r
∫ 1

β

1
(|x|ωr−2r+2 + |x|ωr−3r+2)d|x| ≤ Cβ2r .

(1.65)

Next

|πS,2(x)µ2−
4
r
,ω

0 (x;β)| ≤ Cβ|x|ω(1 + |βx|)2−ω− 4r (|x|−2 + |x|−3 + |x|−4)

and

‖πS,2‖r
r,(µ

2− 4r ,ω

0 (· ;β)),Ω11
β

≤

≤ Cβr
∫ 1

β

1
(|x|(ω−2)r + |x|(ω−3)r + |x|(ω−4)r)|x|2d|x| ≤ Cβr .

(1.66)

The last two terms can be estimated as above

‖πS,3‖
r,(µ

2− 4r ,ω

0 (· ;β)),Ω11
β

+ ‖πS,4‖
r,(µ

2− 4r ,ω

0 (· ;β)),Ω11
β

≤

≤ C

∫

∂Ω
(|∇u|+ |π|+ |GG · n|)dS ≤ C(εβα + ε2β2α) .

(1.67)

We can overcome to the last part where |x| > 1
β . We have

|∇uS,1(x)µ
3
2
− 3

r
,ω

3
2
− 1

r

(x;β)| ≤ Cβ2|x|ω(1 + |βx|) 32−ω− 3r (1 + s(βx)) 32− 1r ·

·
[ β2

(1 + |βx|) 32 (1 + s(βx)) 32
+

β3

(1 + |βx|)2(1 + s(βx))2
]
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and so

‖∇uS,1‖r
r,(µ

3
2−
3
r ,ω

3
2−
1
r

(· ;β)),Ω
1
β
≤

≤ Cβ(4−ω)r
∫ ∞

1
β

(1 + |βx|)−3−ωr|βx|ωr(1 + s(βx))−1|x|2d|x| ≤

≤ Cβ(4−ω)r−3
∫ ∞

1
(1 + |y|)−3(1 + s(y))−1d|y| ≤ Cβ(4−ω)r−3 .

(1.68)

|∇uS,2(x)µ
3
2
− 3

r
,ω

3
2
− 1

r

(x;β)| ≤ Cβ4|x|ω(1 + |βx|) 32−ω− 3r (1 + s(βx)) 32− 1r ·

·
[ 1

(1 + |βx|)2(1 + s(βx))2 +
1

|βx|3 +
β

(1 + |βx|) 52 (1 + s(βx)) 52
+

β

|βx|4
]

and therefore easily

‖∇uS,2‖
r,(µ

3
2−
3
r ,ω

3
2−
1
r

(· ;β)),Ω
1
β
≤ Cβ(4−ω)−

3
r . (1.69)

Again the most restrictive is the third term. But

(|∇uS,3(x)|+ |∇uS,4(x)|)µ
3
2
− 3

r
,ω

3
2
− 1

r

(x;β) ≤

≤ Cβ2|x|ω(1 + |βx|) 32−ω− 3r (1 + s(βx)) 32− 1r
∫

∂Ω
(|∇u|+ |π|+ |GG · n|)dS·

·
[ 1

(1 + |βx|) 32 (1 + s(βx)) 32
+

β

(1 + |βx|)2(1 + s(βx))2
]

and therefore easily

‖∇uS,3‖
r,(µ

3
2−
3
r ,ω

3
2−
1
r

(· ;β)),Ω
1
β
+ ‖∇uS,4‖

r,(µ
3
2−
3
r ,ω

3
2−
1
r

(· ;β)),Ω
1
β

≤ Cβ2+α−ω−
3
r .

(1.70)

Let us finally estimate the boundary terms for the pressure. Easily

|πS,1(x)µ2−
4
r
,ω

0 (x;β)| ≤ Cβ2|x|ω(1 + |βx|)2−ω− 4r
[ 1
|x|2 +

1

|x|3
]

and therefore

‖πS,1‖r
r,(µ

2− 4r ,ω

0 (· ;β)),Ω
1
β
≤ Cβ(4−ω)r−3

∫ ∞

1
|y|−2d|y| ≤ Cβ(4−ω)r−3 . (1.71)

The other terms can be estimated in the same way

‖πS,2‖r
r,(µ

2− 4r ,ω

0 (· ;β)),Ω
1
β
≤ Cβ(4−ω)r−3

∫ ∞

1
|y|−2d|y| ≤ Cβ(4−ω)r−3 (1.72)

(here we use that the lower order term in Til is βe, see (III.4.16))

‖πS,3‖
r,(µ

2− 4r ,ω

0 (· ;β)),Ω
1
β
+ ‖πS,4‖

r,(µ
2− 4r ,ω

0 (· ;β)),Ω
1
β
≤

≤ Cβ(2−ω)
( ∫

B
1
β (0)

|βx|−4dx
) 1

r

∫

∂Ω
(|∇u|+ |π|+ |GG · n|)dS

≤ Cε2β2−ω−
3
r .

(1.73)
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Summarizing the estimates (1.56)–(1.73) we get for ε, β sufficiently small

‖∇uS‖
r,(µ

3
2−
3
r ,ω

3
2−
1
r

(· ;β)),Ω
+ ‖∇2uS‖

r,(µ
3
2−
3
r ,ω

3
2−
1
r

(· ;β)),Ω
≤ 1

10
εβ1−ω

‖πS‖
r,(µ

2− 4r ,ω

0 (· ;β)),Ω
+ ‖∇πS‖

r,(µ
2− 4r ,ω

0 (· ;β)),Ω
≤ 1

10
εβ1−ω

and therefore

Theorem 1.1 Let f = ∇ · h and one of the following conditions be satisfied

(i) h ∈ L2(Ω), f ∈W k,2(Ω), k ≥ 3

(ii) h ∈ L2(Ω), f ∈ L2(Ω) ∩W k,p(Ω), k ≥ 2, p ∈ (3; 4]

(iii) h ∈ L1loc(Ω), f ∈W 1,q(Ω) ∩W k,r(Ω), q = 6
5 if k = 1, q =

4
3 if k ≥ 2

with the corresponding norms sufficiently small. Let Ω ∈ Ck+1 be an exterior
domain in R

3. Moreover let

h, f ,∇f ∈ L∞(Ω; η21(·)) (1.74)

and let β = |v∞| and ‖h, f ,∇f‖∞,(η21(·)) be sufficiently small.
Then (v, p), solution to the problem (I.4.14)–(I.4.15) constructed in Theo-

rems V.1.1–V.1.3 has the following asymptotic properties

u = v − v∞ ∈ L∞(Ω; η11(·))

∇v,∇2v ∈ Lr(Ω; η
3
2
− 3

r
3
2
− 1

r

(·))

p,∇p ∈ Lr(Ω; η
2− 4

r
0 (·)) ,

(1.75)

where r ∈ [4;∞) is in the cases (i) and (ii) arbitrary while in the case (iii)
corresponds to the integrability of the right hand side.

Proof: It follows from the calculations done above. Let us only note that
whatever regularity we get for π, the same has also p. Finally the condition

h, f ∈ Lr(Ω; η
2− 5

2r
+δ

1− 3
2r

(·)) ∩ Lr(Ω; η2−
4
r

0 (·)) follows easily as e.g.

‖f‖r
r,(η

2− 5
2r+δ

1− 3
2r

(·))
≤
∫

Ω
|f |rη2r−

5
2
+δr

r− 3
2

(x)dx ≤

≤ ‖f‖r∞(η21(·))
∫

Ω
|x|− 52+δr(1 + s(x))− 32dx ≤ C‖f‖r∞(η21(·)) .

2

Remark 1.2 Going through the calculation before Theorem 1.1 it is an easy

matter to show that if h, f ,∇f ∈ L∞(Ω; η21
2

(·)), then ∇v, ∇2v ∈ Lr(Ω; η
3
2
− 3

r

1− 1
r

(·)),

while for h, f ,∇f ∈ L∞(Ω; η
3
2
1
2

(·))we have ∇v, ∇2v ∈ Lr(Ω; η
3
2
− 3

r

1− 1
r

(·)) and p,

∇p ∈ Lr(Ω; η
3
2
− 4

r
1
2

(·)). In both cases, v − v∞ ∈ L∞(Ω; η11(·)).
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Moreover, (1.74) implies evidently h ∈ Lr(Ω), f ∈W 1,r(Ω) for all r > 1 and
in particular, we can apply Theorem V.1.3 in order to construct solution with
the required asymptotic properties without any other assumption on higher
gradients of f . Nevertheless, we prefer to keep the formulation of Theorem 1.1
as done above; theorems from Section V.1 then give eventually some additional
information about the regularity of the constructed solution.

VI.2 Plane flow

This section is devoted to the study of plane flow of the viscoelastic fluid. As in
the preceding section, we study the asymptotic properties of solution to I.4.14–
I.4.15 constructed in Theorem V.2.1.
Unlike the threedimensional case, the fundamental Oseen tensor (and funda-

mental solution to the modified Oseen problem) has more complicated structure
— Oµ

11 differs from Oµ
ij , i+j ≥ 3. As a consequence we expect different asympto-

tic behaviour in u1 and u2, similarly as in Chapter II for the flow in the whole
R
2. This must be taken into consideration in the choice of spaces. Moreover,
unlike the threedimensional case (cf. [Sm]) we shall not get exactly the same
structure for the solution as the fundamental solution has; we loose one logari-
thm term. We denote for the sake of notational convenience

µ1,ω0 (x;β) = µ
1,ω
0 (x;β)| ln(2 + |βx|)|−1 .

Let us consider

Vβ =
{
(u, π);u1 ∈ L∞(Ω;µ

1
2
,ω
1
2

(· ;β)) , u2 ∈ L∞(Ω;µ1,ω0 (· ;β)) ,

∇u,∇2u ∈ Lr(Ω;µ
1− 2

r
,ω

1− 1
r

(· ;β)) ,

π,∇π ∈ Lr(Ω;µ
1− 3

r
,ω

0 (· ;β))
}

(2.1)

together with the norm

‖(u, π)‖Vβ
= ‖u1‖

∞,(µ
1
2 ,ω

1
2

(· ;β))
+ ‖u2‖∞,(µ1,ω0 (· ;β))

+

+‖∇u,∇2u‖
r,(µ

1− 2r ,ω

1− 1r

(· ;β))
+ ‖π,∇π‖

r,(µ
1− 3r ,ω

0 (· ;β))
.

(2.2)

As in the threedimensional case, our aim is to show that for |v∞| = β and
for the right hand side sufficiently small, the operator M : Vβ 7→ Vβ defined
by (1.4)–(1.8) maps sufficiently small balls into itself. The power r > 2 will be
specified later on. Nevertheless, the idea is to have r as large as possible.

Lemma 2.1 Let ‖w‖C2 + β be sufficiently small.8 Then for 1 < r < ∞, 0 ≤
ω ≤ a, 0 ≤ b we have

‖p‖r,(µa,ω
b
(· ;β)) ≤ C‖s‖r,(µa,ω

b
(· ;β))

‖p‖1,r,(µa,ω
b
(· ;β)) ≤ C‖s‖1,r,(µa,ω

b
(· ;β))

‖T‖r,(µa,ω
b
(· ;β)) ≤ C‖∇w‖r,(µa,ω

b
(· ;β))

‖T‖1,r,(µa,ω
b
(· ;β)) ≤ C‖∇w‖1,r,(µa,ω

b
(· ;β)) .

(2.3)

8As in the threedimensional case, we can weaken the conditions; see Lemma 1.1.
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Proof: As Lemma 1.1, it is an easy consequence of Theorem IV.2.6.

2

Remark 1.1 holds also in this case, so the weighted W 1,r(Ω) norm is equi-
valent to the weighted Lr(Ω) norm of the function and its gradient (see (1.13))
and the Sobolev imbedding theorem can be used (see (1.15) and (1.16)). We
shall again suppose that

‖(w, s)‖Vβ
≤ δ = εβ1−ω

and show that
‖(u, π)‖Vβ

≤ δ

for ε, β sufficiently small. Moreover, from Theorem V.2.1 we have also

〈w〉β,q ≤ εβ
2(1− 1

q
)+1 (2.4)

(see (V.2.3))

[|(w, s)|]k ≤ εβ
2(1− 1

q
)+α

, α ∈
[2
3
; 1
)

(2.5)

(see (V.2.4)).
The main tool will be again Lq–weighted estimates (q ∈ (1;∞]) of the

Oseen potentials. We therefore use again the integral representation. Unlike
the threedimensional case we must distinguish very carefully the components
of Oµ

ij . We start from (1.17), now for j = 1, 2. We first consider j = 1 and
study the L∞–weighted estimates of u1. Let us recall that we have to study

separately
∂Oµ
11

∂y2
, then

∂Oµ
11

∂y1
,
∂Oµ
12

∂y2
,
∂Oµ
21

∂y2
and finally the third group is formed by

all the other first derivative of OOOµ (see Theorems II.3.17–II.3.19).
Therefore we have9 due to Theorem II.3.17 and Theorem II.3.18

‖uV1 ‖∞,(µ
1
2 ,ω

1
2

(· ;β))
≤

≤ Cβ(k−1)ω−1
[
‖G12‖∞,(µ1,kω

1
2

(· ;β)) + ‖G11;G21;G22‖
∞,(µ

1
2+δ,kω

1
2

(· ;β))

]
,

(2.6)

where δ > 0, can be taken arbitrarily small, 0 ≤ ω < 1
6 , k = 0, 1, 2, 3. The

presence of δ is caused by the logarithmic factor in Theorem II.3.18, A = B = 1
2 .

In fact, we can here estimate all terms in L∞(Ω;µ1,kω1
2

). We have namely

‖h‖∞,(η11
2

(· ;β)) ≤
ε

30
β (2.7)

due to the assumptions. Next, for r ≥ 4 (1− 2
r ≥ 1

2)

‖F(∇w,T)‖∞,(µ1,2ω1
2

(· ;β)) ≤ ‖T‖
∞,(µ

1
2 ,ω

1
4

(· ;β))
‖∇w‖

∞,(µ
1
2 ,ω

1
4

(· ;β))
≤

≤ C‖T‖
1,r,(µ

1
2 ,ω

1
4

(· ;β))
‖∇w‖

1,r,(µ
1
2 ,ω

1
4

(· ;β))
≤

≤ C
[
‖∇w‖

r,(µ
1
2 ,ω

1
4

(· ;β))
+ ‖∇2w‖

r,(µ
1
2 ,ω

1
4

(· ;β))

]2
≤ Cε2β2−2ω .

(2.8)

9We again use the notation uV , uS,i, see Section VI.1.
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Analogously, for r ≥ 5

‖p∇w‖∞,(µ1,2ω1
2

(· ;β)) ≤

≤ ‖p‖
∞,(µ

2
5 ,ω

0 (· ;β))
‖∇w‖

∞,(µ
3
5 ,ω

1
2

(· ;β))
≤ Cε2β2−2ω . (2.9)

As usually, the trilinear term causes no problems

‖|w|2∇w‖∞,(µ1,2ω1
2

(· ;β)) ≤ ‖w‖2
∞,(µ

1
2 ,ω

1
4

(· ;β))
‖∇w‖1,p ≤

≤ Cε3β2−2ω+α ,
(2.10)

where p > 2 is taken from the definition of [|(·, ·)|]k (see (V.2.4)). We can also
easily estimate the convective term

‖wiwk‖∞,(µ1,2ω1
2

(· ;β)) ≤ ‖w‖2
∞,(µ

1
2 ,ω

1
4

(· ;β))
≤ Cε2β2−2ω . (2.11)

Further
‖βw∇w‖∞,(µ1,2ω1

2

(· ;β)) ≤ β‖w‖
∞,(µ

1
2 ,ω

1
4

(· ;β))
·

·
(
‖∇w‖

r,(µ
1
2 ,ω

1
4

(· ;β))
+ ‖∇2w‖

r,(µ
1
2 ,ω

1
4

(· ;β))

)
≤ Cε2β3−2ω

(2.12)

and finally

‖f w‖∞,(µ1,ω1
2

(· ;β)) + ‖βf‖∞,(η11
2

(·)) ≤ ‖w‖
∞,(µ

1
2 ,ω

1
2

(· ;β))
‖f‖

∞(η
1
2
0 (·))
+

+β‖f‖∞,(η11
2

(·)) ≤
ε

30
β2−ω

(2.13)

due to the assumptions on the right hand side. Collecting (2.6)–(2.13) yields

‖uV1 ‖∞,(µ
1
2 ,ω

1
2

(· ;β))
≤ 1

10
εβ1−ω (2.14)

for ε, β sufficiently small.
Next we estimate the L∞–weighted norm of uV2 . As in the integral repre-

sentation the term
∂Oµ
11

∂y2
does not appear, we have

‖uV2 ‖∞,(µ1,ω0 (· ;β)P | ln(2+2|βx|)|−1) ≤ Cβ(k−1)ω−1‖GG‖∞,(µ1,kω
0 (· ;β)) , (2.15)

where P is a polynomial of first or second order (see Remark II.3.9). The most
delicate term in GG will be w1w1. We therefore write (2.15) in a bit different way,
namely

‖uV2 ‖∞,(µ1,ω0 (· ;β)P | ln(2+2|βx|)|−1) ≤ Cβω−1‖w1w1‖∞,(µ1,2ω0 (· ;β))+

+Cβ(k−1)ω−1‖GG′‖∞,(µ1+δ,kω
0 (· ;β)) ,

(2.16)

where δ > 0, G′
ij = Gij + w1w1δ1iδ1j . Therefore the power of the polynomial

P is determined by the term
∂Oµ
12

∂y1
∗ (w1w1). From Tab.3 and Tab.4 Chapter II
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we see (c = 2, d = 0, a = 1, b = 1) that the logarithmic term comes from the
domain Ω1 — i.e. the power is 1.
Moreover

‖w1w1‖∞,(µ1,2ω0 (· ;β)) ≤ ‖w1‖2
∞,(µ

1
2 ,ω

0 (· ;β))
≤ Cε2β2−2ω . (2.17)

So we have

‖uV2 ‖∞,(µ1,ω0 (· ;β))
≤ Cε2β1−ω + Cβ(k−1)ω−1‖GG′‖∞,(µ1+δ,kω

0 (· ;β)) . (2.18)

We can now estimate all the other terms in the weighted L∞–spaces, analo-
gously as in (2.7)–(2.13). It can be easily checked that the estimates (2.7)–(2.13)
were not ”optimal”. We only have to restrict a little bit more the values of r,
namely r > 5. We get

‖uV2 ‖∞,(µ1,ω0 (· ;β))
≤ 1

10
εβ1−ω . (2.19)

We can continue with the estimates of the boundary terms. Similarly as in
the threedimensional case we distinguish three cases (β > 1)

(i) |x| ≤ 1

(ii) 1 < |x| ≤ 1
β

(iii) 1β < |x|

and denote uS,ij , i = 1, 2, 3, 4, the corresponding surface integrals in (1.17).
First, let |x| ≤ 1. Then

‖u‖∞,Ω1 ≤ C‖u‖2,q,Ω1 ≤ C(‖u‖q,Ω1 + ‖∇2u‖q,Ω1) ≤
≤ C(‖u‖ 2q

2−q
,Ω1
+ ‖∇2u‖q,Ω1) .

Now, employing the Friedrichs inequality (see Theorem VIII.1.10) and Lemma
VIII.1.12

‖u‖∞,Ω1 ≤ C
(
‖u‖1,(∂Ω) + ‖∇u‖ 2q

2−q
,Ω + ‖∇2u‖q,Ω1

)
≤ C(β + ‖∇2u‖q,Ω)

and therefore

‖u‖∞,Ω1 ≤ C(β + εβα) .

Taking α > 1 − ω, using (2.14) and (2.19) we get for β sufficiently small
(µa,ωb (x;β) ∼ 1 in Ω1)

‖uS1 ‖∞,(µ
1
2 ,ω

1
2

(· ;β)),Ω1
+ ‖uS2 ‖∞,(µ1,ω0 (· ;β)),Ω1

≤ 1

10
εβ1−ω . (2.20)
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Next, let 1 < |x| ≤ 1
β . We have

10

|uS,11 (x)µ
1
2
,ω
1
2

(x;β)|+ |uS,12 (x)µ1,ω0 (x;β)| ≤
≤ β2|x|ω(1 + |βx|) 12−ω(1 + s(βx)) 12

[
|Oµ
11(x;β)|+ C|∇Oµ

11

(x
2
;β
)
|
]
+

+β2|x|ω(1 + |βx|)1−ω| ln(2 + |βx|)|−1
[
|Oµ
12(x;β)|+ C|∇Oµ

12

(x
2
;β
)
|
]
≤

≤ Cβ2|x|ω
(
| ln |βx||+ C

|x|
)
≤ Cβ2−ω ,

where we used the fact that |βx|ω| ln |βx|| is bounded for |βx| ≤ 1. Therefore

‖uS,11 ‖
∞,(µ

1
2 ,ω

1
2

(· ;β)),Ω11
β

+ ‖uS,12 ‖∞,(µ1,ω0 (· ;β)),Ω11
β

≤ Cβ2−ω . (2.21)

The second term can be again estimated very easily

|uS,21 (x)µ
1
2
,ω
1
2

(x;β)|+ |uS,22 (x)µ1,ω0 (x;β)| ≤
≤ Cβ|x|ω(1 + |βx|) 12−ω(1 + s(βx)) 12

[
|∇Oµ

11(x;β)|+
+|∇2Oµ

11

(x
2
;β
)
|+ |e(x)|+ |∇e

(x
2

)
|
]
+

+Cβ|x|ω(1 + |βx|)1−ω| ln(2 + |βx|)|−1
[
|∇Oµ

12(x;β)|+ |∇2Oµ
12

(x
2
;β
)
|+

+|e(x)|+ |∇e
(x
2

)
|
]
≤ Cβ

( 1

|x|1−ω +
1

|x|2−ω
)
≤ Cβ

and therefore

‖uS,21 ‖
∞,(µ

1
2 ,ω

1
2

(· ;β)),Ω11
β

+ ‖uS,22 ‖∞,(µ1,ω0 (· ;β)),Ω11
β

≤ Cβ . (2.22)

Unlike the threedimensional case, we must proceed very carefully in the
estimate of the third term. We assume u = Iu+ IIu where Iu solves the Oseen
problem with zero right hand side and non–zero boundary condition while IIu
solves the Oseen problem with zero boundary conditions and non–zero right
hand side. Then we have

|uS,3j (x)| ≤
∣∣∣
∫

∂Ω
Oµ
ij(x− y;β)

[
Tik(

Iu,I π) + Tik(
IIu,II π)

]
(y)nk(y)dyS

∣∣∣ .

From Lemma III.5.1 we have

∣∣∣
∫

∂Ω
Tik(

Iu,I π)(y)nk(y)dyS
∣∣∣ ≤ C| lnβ|−1‖u∗‖2− 1

q
,q,(∂Ω) ≤ Cβ| lnβ|−1 (2.23)

10We write only the most restrictive terms; for u1 it is O
µ
11, for u2 then Oµ

12.
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and so

|IuS,31 (x)µ
1
2
,ω
1
2

(x;β)|+ |IuS,32 (x)µ1,ω0 (x;β)| ≤
C|OOOµ(x;β)|x|ω(1 + |βx|) 12−ω

[
(1 + |βx|) 12 | ln(2 + |βx|)|−1+

+(1 + s(βx))
1
2

]∣∣∣
∫

∂Ω
Tik(

Iu,I π)(y)nk(y)dyS
∣∣∣+

+C|∇OOOµ
(x
2
;β
)
||x|ω(1 + |βx|) 12−ω

[
(1 + |βx|) 12 | ln(2 + |βx|)|−1+

+(1 + s(βx))
1
2

] ∫

∂Ω
(|∇u|+ |p|)dS ≤

≤ C
[
ln |βx||x|ωβ| lnβ|−1 + 1

|x|1−ω β
−2(1− 1

q
)[|(u, π)|]0

]
.

Therefore
‖IuS,31 ‖

∞,(µ
1
2 ,ω

1
2

(· ;β)),Ω11
β

+ ‖IuS,32 ‖∞,(µ1,ω0 (· ;β)),Ω11
β

≤

≤ C| lnβ|−1(β1−ω + β) ,
(2.24)

where we used the fact that
∫

∂Ω
(|∇u|+ |π|)dS ≤ C(‖∇u‖ 2q

2−q
,Ω1
+ ‖∇2u‖q,Ω1 + ‖π‖ 2q

2−q
,Ω1
+ ‖∇π‖q,Ω1) .

Moreover, due to the asymptotic properties of π

‖π‖ 2q
2−q

,Ω1
≤ C‖π‖ 2q

2−q
,Ω ≤ C‖∇π‖q,Ω (2.25)

and
∫

∂Ω
(|∇u|+ |π|)dS ≤ Cβ

−2(1− 1
q
)[|(Iu,I π)|]0 ≤ Cβ| lnβ|−1 (2.26)

(see Theorem III.5.1, recall that If = 0).
Analogously we have

‖IIuS,31 ‖
∞,(µ

1
2 ,ω

1
2

(· ;β)),Ω11
β

+ ‖IIuS,32 ‖∞,(µ1,ω0 (· ;β)),Ω11
β

≤

≤ Cβ−ωβ−2(1−
1
q
)[|(IIu,II π)|]0 ≤ Cβ−ω−2(1−

1
q
)‖∇ · GG‖q .

We estimate ∇ · GG in Lq(Ω), using (2.4) and (2.5).

‖∇ · GG‖q ≤ C
[
‖f‖q + ‖∇T∇w‖q + ‖T∇2w‖q + ‖∇p∇w‖q+

+‖|w|2∇2w‖q + ‖w|∇w|2‖q + ‖|∇w|2‖q + ‖w∇2w‖q+
+β‖∇f‖q + ‖∇f w‖q + ‖f∇w‖q + ‖(w · ∇)w‖q

]
.

The most restrictive term is the last one. But (see Lemma V.2.2, inequality
(V.2.6))

‖(w · ∇)w‖q ≤ β
−1−2(1− 1

q
)〈w〉2β,q ≤ ε2β

1+2(1− 1
q
)
.

Applying Lemma V.2.2 also on other terms we get

‖∇ · GG‖q ≤ C
[
ε2β1+2(1−

1
q
) + ε2β2α + ε3β

4
3
+2(1− 1

q
) + c(f)

]
(2.27)
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i.e.

‖IIuS,31 ‖
∞,(µ

1
2 ,ω

1
2

(· ;β)),Ω11
β

+ ‖IIuS,32 ‖∞,(µ1,ω0 (· ;β)),Ω11
β

≤ Cε2β1−ω . (2.28)

The last term can be estimated as follows

‖uS,41 ‖
∞,(µ

1
2 ,ω

1
2

(· ;β)),Ω11
β

+ ‖uS,42 ‖∞,(µ1,ω0 (· ;β)),Ω11
β

≤ Cβ−ω
∫

∂Ω
|GG · n|dS .

Using the fact that
∫

∂Ω
g · ndS ≤ C(‖g‖q + ‖∇ · g‖q)

for any q > 1 and g ∈ H̃q (see Remark VIII.3.6) we have
∫

∂Ω
|GG · n|dS ≤

≤ C
[
‖h‖q,Ω1 + ‖f‖q + (1 + β)β−4(1−

1
q
)[|(w, s)|]20 + β2 + β‖f‖1,q

] (2.29)

and therefore

‖uS,41 ‖
∞,(µ

1
2 ,ω

1
2

(· ;β)),Ω11
β

+ ‖uS,42 ‖∞,(µ1,ω0 (· ;β)),Ω11
β

≤ Cβ2α−ω . (2.30)

Combining (2.21), (2.22), (2.24), (2.28) and (2.30) yield

‖uS1 ‖∞,(µ
1
2 ,ω

1
2

(· ;β)),Ω11
β

+ ‖uS2 ‖∞,(µ1,ω0 (· ;β)),Ω11
β

≤ ε

10
β1−ω . (2.31)

Now, let |x| > 1
β . We study again the four terms separately.

|uS,11 (x)µ
1
2
,ω
1
2

(x;β)| ≤ Cβ2|x|ω(1 + |βx|) 12−ω(1 + s(βx)) 12 ·

·(|Oµ
11(x;β)|+ |∇Oµ

11

(x
2
;β
)
|) ≤ C(β2−ω + β3−ω) .

Analogously for |uS,12 (x)µ1,ω0 (x;β)| the significant term is Oµ
12 and therefore for

β < 1
‖uS,11 ‖

∞,(µ
1
2 ,ω

1
2

(· ;β)),Ω
1
β
+ ‖uS,12 ‖

∞,(µ1,ω0 (· ;β)),Ω
1
β
≤ Cβ2−ω . (2.32)

The second term is estimated similarly

|uS,21 (x)µ
1
2
,ω
1
2

(x;β)|+ |uS,22 (x)µ1,ω0 (x;β)| ≤

≤ Cβ|x|ω(1 + |βx|) 12−ω
[
(1 + s(βx))

1
2 + (1 + |βx|) 12−ω| ln(2 + |βx|)|−1

]
·

·
[
|∇OOOµ(x;β)|+ |e(x)|+ |∇2OOOµ

(x
2
;β
)
|+ |∇e

(x
2

)
|
]
≤

≤ Cβ2−ω
( 1

(1 + |βx|) 12 (1 + s(βx)) 12
+
(1 + s(βx))

1
2

(1 + |βx|) 12
+ | ln(2 + |βx|)|−1

)
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and therefore

‖uS,21 ‖
∞,(µ

1
2 ,ω

1
2

(· ;β)),Ω
1
β
+ ‖uS,22 ‖

∞,(µ1,ω0 (· ;β)),Ω
1
β
≤ Cβ2−ω . (2.33)

In the estimate of the third term we must proceed as above — divide the
surface integral into two parts where the first corresponds to the part with zero
right-hand side, the other one to zero boundary condition. We have

‖uS,31 ‖
∞,(µ

1
2 ,ω

1
2

(· ;β)),Ω
1
β
+ ‖uS,32 ‖

∞,(µ1,ω0 (· ;β)),Ω
1
β
≤

≤ Cβ−ω
[∣∣∣
∫

∂Ω
T(Iu,I π) · ndS

∣∣∣+ β−2(1−
1
q
)‖∇ · GG‖q

]

and (2.23) together with (2.27) yield

‖uS,31 ‖
∞,(µ

1
2 ,ω

1
2

(· ;β)),Ω
1
β
+ ‖uS,32 ‖

∞,(µ1,ω0 (· ;β)),Ω
1
β
≤

≤ Cβ1−ω| lnβ|−1(ε2 + 1) .
(2.34)

The fourth term is then estimated by

‖uS,41 ‖
∞,(µ

1
2 ,ω

1
2

(· ;β)),Ω
1
β
+ ‖uS,42 ‖

∞,(µ1,ω0 (· ;β)),Ω
1
β
≤ β−ω

∫

∂Ω
|GG · n|dS .

But
∫
∂Ω |GG·n|dS is estimated by (2.29); combining this with (2.20), (2.31)–(2.34)

we have

‖uS1 ‖∞,(µ
1
2 ,ω

1
2

(· ;β)),Ω
+ ‖uS2 ‖∞,(µ1,ω0 (· ;β)),Ω

≤ 1

10
εβ1−ω . (2.35)

Recalling the estimates of the volume parts we finally have

‖u1‖
∞,(µ

1
2 ,ω

1
2

(· ;β)),Ω
+ ‖u2‖∞,(µ1,ω0 (· ;β)),Ω

≤ 1
5
εβ1−ω . (2.36)

We continue with the higher gradients of the velocity and the pressure, the
Lr–weighted estimates. As in three dimensions we get the integral represen-
tation for higher gradients with the right hand side defined in (1.7). Neverthe-
less, for the first gradient we must be more careful.

Dαuj(x) = A(1,α)j (GG′) +
∫

Ω
Dα
x

∂N µ
ij(x− y;β)
∂xk

G′
ikdy+

+
∫

Ω

∂Oµ
1j

∂x1
(x− y;β)(w1Dα

yw1)(y)dy +
∫

∂Ω

[
− βDα

xOµ
ij(x− y;β)ui(y)δ1k+

+ui(y)D
α
xTik(OOOµ

·jej)(x− y;β) +Dα
xOµ

ij(x− y;β)Tik(u, π)(y)+ (2.37)

+Dα
xOµ

ij(x− y;β)G′
ik

]
nk(y)dyS ,

where G′
ik = Gik + wiwkδ1iδ1k. (This follows from the fact that ηαβ ∈ Ar, the

Muckenhoupt class, for β < r−1
2 and we could not get the estimate with the

weight µ1,ω1 (· ;β)).
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We start with the volume integrals.
Applying Theorem II.3.8 and Corollary II.3.6 we get

‖D2OOOµ ∗ f‖
r,(µ

1− 2r ,ω

1− 1r

(· ;β))
≤ C‖D2OOOµ ∗ f‖

r,(µ
3
2−
2
r ,ω

1
2−
1
r

(· ;β))
≤

≤ Cβ(k−1)ω‖f‖
r,(µ

3
2−
2
r+δ,kω

1
2−
1
r

(· ;β))
, 0 < δ <

1

2r

‖De ∗ f‖
r,(µ

1− 3r ,ω

0 (· ;β))
≤ Cβ(k−1)ω‖f‖

r,(µ
1− 3r ,kω

0 (· ;β))
.

(2.38)

(The convolutions are to be understood in the sense as shown in (1.45)). As
in the threedimensional case, we estimate all terms in GG′ and ∇ · GG′ in the
corresponding Lr–weighted spaces.

‖h‖
r,(η

3
2−
2
r+δ

1
2−
1
r

(· ;β))
≤ ‖h‖

∞,(η
3
2
1
2

(· ;β))
≤ ε

20
β (2.39)

‖f‖
r,(η

3
2−
2
r+δ

1
2−
1
r

(· ;β))
≤ ‖f‖

∞,(η
3
2
1
2

(· ;β))
≤ ε

20
β (2.40)

‖h‖
r,(η

1− 3r
0 (· ;β))

≤ ‖h‖∞,(η10(· ;β)) ≤
ε

20
β (2.41)

‖f‖
r,(η

1− 3r
0 (· ;β))

≤ ‖f‖∞,(η10(· ;β)) ≤
ε

20
β (2.42)

and all the terms are sufficiently small due to the assumptions on the right hand
side.
Next, using Remark 1.1 (ii) we easily estimate for r > 2

‖T∇w‖
r,(µ

3
2 ,2ω

1
2

(· ;β))
≤

≤ C
[
‖T‖

r,(µ
3
4 ,ω

1
4

(· ;β))
+ ‖∇T‖

r,(µ
3
4 ,ω

1
4

(· ;β))

]
‖∇w‖

r,(µ
3
4 ,ω

1
4

(· ;β))
≤

≤ C
[
‖∇w‖

r,(µ
3
4 ,ω

1
4

(· ;β))
+ ‖∇2w‖

r,(µ
3
4 ,ω

1
4

(· ;β))

]2

and therefore
‖T∇w‖

r,(µ
3
2 ,2ω

1
2

(· ;β))
≤ Cε2β2(1−ω) . (2.43)

Analogously

‖∇T∇w‖
r,(µ

3
2 ,2ω

1
2

(· ;β))
+ ‖T∇2w‖

r,(µ
3
2 ,2ω

1
2

(· ;β))
≤

≤ C
[
‖∇2w‖

r,(µ
3
4 ,ω

1
4

(· ;β))
+ ‖∇w‖

r,(µ
3
4 ,ω

1
4

(· ;β))

]2
≤ Cε2β2(1−ω)

(2.44)

‖T∇w‖
r,(µ

1− 3r ,2ω

0 (· ;β))
+ ‖∇(T∇w)‖

r,(µ
1− 3r ,2ω

0 (· ;β))
≤ Cε2β2(1−ω) (2.45)
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‖p(∇w)T ‖
r,(µ

3
2 ,2ω

1
2

(· ;β))
+ ‖∇p(∇w)T ‖

r,(µ
3
2 ,2ω

1
2

(· ;β))
≤

+‖p(∇w)T ‖
r,(µ

1− 3r ,2ω

0 (· ;β))
+ ‖∇p(∇w)T ‖

r,(µ
1− 3r ,2ω

0 (· ;β))
≤

≤ Cε2β2(1−ω) .

(2.46)

Next, using

‖|w|2∇kw‖r ≤ ‖∇kw‖r‖w‖2∞
‖|∇w|2w‖r ≤ ‖∇w‖r‖∇w‖1,r‖w‖∞ , r > 2

we get as above

‖|w|2∇w‖
r,(µ

3
2 ,2ω

1
2

(· ;β))
+ ‖∇(|w|2∇w)‖

r,(µ
3
2 ,2ω

1
2

(· ;β))
+

+‖|w|2∇w‖
r,(µ

1− 3r ,2ω

0 (· ;β))
+ ‖∇(|w|2∇w)‖

r,(µ
1− 3r ,2ω

0 (· ;β))
≤

≤ Cε3β3(1−ω) .

(2.47)

Concerning the convective term we have now to distinguish two cases. If
i · j 6= 1 we have easily (see Lemma II.3.2)

‖wiwj‖
r,(µ

3
2−
2
r+δ,2ω

1
2−
1
r

(· ;β))
≤ C‖w2‖∞,(µ1,ω0 (· ;β))

‖w1‖
∞,(µ

1
2 ,ω

1
2

(· ;β))
·

·
( ∫

Ω
(1 + |βx|)−2+δ(1 + s(βx))−1| ln((2 + |βx|)|rdx

) 1
r ≤

≤ Cε2β2−2ωβ−
2
r .

(2.48)

But for i = j = 1 we do not apply the Green theorem (see Theorem VIII.1.15
and so we estimate by means of Theorem II.3.29

∥∥∥
∂Oµ
1j

∂y1
∗ (w1∇w1)

∥∥∥
r,(µ

1− 2r ,ω

1− 1r

(· ;β))
≤

≤ C
∥∥∥
∂Oµ
1j

∂y1
∗ (w1∇w1)

∥∥∥
r,(µ

3
2−

5
2r ,ω

1
2−

1
2r

(· ;β))
≤

≤ Cβ−1+ω‖w1∇w1‖
r,(µ

3
2−
2
r ,2ω

1
2−

1
2r

(· ;β))
≤

≤ Cβ−1+ω‖w1‖
∞,(µ

1
2 ,ω

1
2

(· ;β))
‖∇w1‖

r,(µ
1− 2r ,ω

0 (· ;β))
≤

≤ Cε2β1−ω .

(2.49)

The other estimates are easier

‖w · ∇w‖
r,(µ

3
2−
2
r ,2ω

1
2−
1
r

(· ;β))
≤

≤ ‖w‖
∞,(µ

1
2 ,ω

1
2

(· ;β))
‖∇w‖

r,(µ
1− 2r ,ω

0 (· ;β))
≤ Cε2β2(1−ω)

(2.50)
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‖wiwj‖
r,(µ

1− 3r ,2ω

0 (· ;β))
≤

≤ ‖w‖2
∞,(µ

1
2 ,ω

0 (· ;β))

( ∫

Ω
(1 + |βx|)−3dx

) 1
r ≤ Cε2β2(1−ω)−

2
r

(2.51)

‖w · ∇w‖
r,(µ

1− 3r ,2ω

0 (· ;β))
≤

≤ ‖w‖
∞,(µ

1
2 ,ω

0 (· ;β))
‖∇w‖

r,(µ
1− 2r ,ω

0 (· ;β))
≤ Cε2β2(1−ω) .

(2.52)

Finally, the last terms can be estimated easily combining the estimates above

‖βw · ∇w‖
r,(µ

3
2−
2
r+δ,2ω

1
2−
1
r

(· ;β))
+ ‖β∇(w · ∇w)‖

r,(µ
3
2−
2
r+δ,2ω

1
2−
1
r

(· ;β))
+

+‖βw · ∇w‖
r,(µ

1− 3r ,2ω

0 (· ;β))
+ ‖β∇(w · ∇w)‖

r,(µ
1− 3r ,2ω

0 (· ;β))
≤

≤ Cε2β3−2ω

(2.53)

‖f w‖
r,(µ

3
2−
2
r+δ,2ω

1
2−
1
r

(· ;β))
+ ‖∇f w)‖

r,(µ
3
2−
2
r+δ,2ω

1
2−
1
r

(· ;β))
+

+‖f w‖
r,(µ

1− 3r ,ω

0 (· ;β))
+ ‖∇f w‖

r,(µ
1− 3r ,ω

0 (· ;β))
≤ Cε2β .

(2.54)

Therefore, combining (2.39)–(2.54) we have for ε, β sufficiently small

‖∇uV ‖
r,(µ

1− 2r ,ω

1− 1r

(· ;β))
+ ‖∇2uV ‖

r,(µ
1− 2r ,ω

1− 1r

(· ;β))
+

‖πV ‖
r,(µ

1− 3r ,ω

0 (· ;β))
+ ‖∇πV ‖

r,(µ
1− 3r ,ω

0 (· ;β))
≤ ε

10
β1−ω .

(2.55)

Next we continue with the boundary terms. We denote as usually the corre-
sponding surface integral by ∇uS,i, i = 1, 2, 3, 4 and distinguish three cases

(i) |x| ≤ 1

(ii) 1 < |x| ≤ 1
β

(iii) 1β < |x|.

As the weighted estimates are equivalent to the standard Lq–norms for |x| ≤ 1
and

‖∇u,∇2u‖r,Ω1 ≤ C(‖∇2u‖1,p + ‖∇u‖ 2q
2−q

,Ω1
) ≤

≤ C(‖∇2u‖1,p + ‖∇2u‖q) ≤ Cεβα

‖π,∇π‖r,Ω1 ≤ C(‖∇π‖1,p + ‖π‖ 2q
2−q

,Ω1
) ≤

≤ C(‖∇π‖1,p + ‖∇π‖q) ≤ Cεβα ,

we have

‖∇uS ,∇2uS‖
r,(µ

1− 2r ,ω

1− 1r

(· ;β)),Ω1
+ ‖πS ,∇πS‖

r,(µ
1− 3r ,ω

0 (· ;β)),Ω1
≤

≤ Cεβα , α ∈
[2
3
; 1
)
.

(2.56)

Now let 1 < |x| ≤ 1
β , β < 1. Clearly as in the threedimensional case it is

enough to get estimates for ∇uS , πS ; those for ∇2uS , ∇πS are much easier.
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|∇uS,1(x)µ1−
2
r
,ω

1− 1
r

(x;β)| ≤

≤ Cβ3|x|ω(1 + |βx|)1−ω− 2r (1 + s(βx))1− 1r
( 1
|βx| +

β

|βx|2
)

and so

‖∇uS,1‖r
r,(µ

1− 2r ,ω

1− 1r

(· ;β)),Ω11
β

≤ Cβ(3−ω)r
∫

Ω11
β

(|βx|(ω−1)r + βr|βx|(ω−2)r)·

·(1 + |βx|)(1−ω− 2r )r(1 + s(βx))r−1dx ≤

≤ Cβ3r−ωr−2
∫ 1

β
|y|ωr−r+2d|y| ≤ Cβ2r .

(2.57)

Analogously

‖∇uS,2‖r
r,(µ

1− 2r ,ω

1− 1r

(· ;β)),Ω11
β

≤ β(3−ω)r
∫

Ω11
β

(|βx|(ω−2)r + βr|βx|(ω−3)r)·

·(1 + |βx|)(1−ω− 2r )r(1 + s(βx))r−1dx ≤ Cβ2r .

(2.58)

Combining the estimates in the threedimensional case with (2.26) and (2.29)
we get

‖∇uS,3‖
r,(µ

1− 2r ,ω

1− 1r

(· ;β)),Ω11
β

+ ‖∇uS,4‖
r,(µ

1− 2r ,ω

1− 1r

(· ;β)),Ω11
β

≤

≤ C|x|ω(1 + |βx|)1−ω− 2r (1 + s(βx))1− 1r
[
|∇OOOµ(x;β)|+

+|∇2OOOµ
(x
2
;β
)
|
] ∫

∂Ω
(|∇u|+ |π|+ |GG|)dS ≤ C

[
‖∇2u‖q+

+‖∇π‖q + c(f) + β2 + [|(w, s)|]20β−4(1−
1
q
)
]
≤ Cβα ,

(2.59)

i.e.
‖∇uS ,∇2uS‖

r,(µ
1− 2r ,ω

1− 1r

(· ;β)),Ω11
β

≤ Cβα . (2.60)

Next we estimate the pressure terms in Ω11
β

|πS,1(x)µ1−
3
r
,ω

0 (x;β)| ≤ Cβ2|x|ω(1 + |βx|)1−ω− 3r
(
|e(x)|+ |∇e

(x
2

)
|
)

and so
‖πS,1‖

r,(µ
1− 3r ,ω

0 (· ;β)),Ω11
β

≤ Cβ2 . (2.61)

Analogously

|πS,2(x)µ1−
3
r
,ω

0 (x;β)| ≤
≤ Cβ|x|ω(1 + |βx|)1−ω− 3r

(
β|e(x)|+ |∇e(x)|+ |∇2e

(x
2

)
|
)

and
‖πS,2‖

r,(µ
1− 3r ,ω

0 (· ;β)),Ω11
β

≤ Cβ . (2.62)
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The terms πS,3 and πS,4 can be estimated as ∇uS,3 and ∇uS,4; therefore

‖πS,3‖
r,(µ

1− 3r ,ω

0 (· ;β)),Ω11
β

+ ‖πS,4‖
r,(µ

1− 3r ,ω

0 (· ;β)),Ω11
β

≤

≤ C

∫

∂Ω
(|∇u|+ |π|+ |GG · n|)dS ≤ Cβ(εβα + ε2β2α) .

(2.63)

Summarizing (2.61)–(2.63) yields

‖πS‖
r,(µ

1− 3r ,ω

0 (· ;β)),Ω11
β

≤ ε

20
β1−ω . (2.64)

Finally let |x| > 1
β . Now

|∇uS,1(x)µ1−
2
r
,ω

1− 1
r

(x;β)| ≤ Cβ2|x|ω(1 + |βx|)1−ω− 2r (1 + s(βx))1− 1r ·

·
[ β

(1 + |βx|)(1 + s(βx)) +
β2

(1 + |βx|) 32 (1 + s(βx)) 32
]

and

‖∇uS,1‖r
r,(µ

1− 2r ,ω

1− 1r

(· ;β)),Ω
1
β
≤

≤ Cβ(3−ω)r
∫ ∞

1
β

(1 + |βx|)−2(1 + s(βx))−1|x|d|x| ≤ Cβ(3−ω)r−2 .
(2.65)

|∇uS,2(x)µ1−
3
r
,ω

1− 1
r

(x;β)| ≤ β3|x|ω(1 + |βx|)1−ω− 2r (1 + s(βx))1− 1r ·

·
[ 1

(1 + |βx|) 32 (1 + s(βx)) 32
+
1

|βx|2+

+
β

(1 + |βx|)2(1 + s(βx))2 +
β

|βx|3
]

and

‖∇uS,2‖r
r,(µ

1− 2r ,ω

1− 1r

(· ;β)),Ω
1
β
≤

≤ Cβ(3−ω)r−2
∫

B1(0)
|y|−2(1 + s(y))−1dy ≤ Cβ(3−ω)r−2 .

(2.66)

Analogously

‖∇uS,3‖
r,(µ

1− 2r ,ω

1− 1r

(· ;β)),Ω
1
β
+ ‖∇uS,4‖

r,(µ
1− 2r ,ω

1− 1r

(· ;β)),Ω
1
β
≤

≤ Cβ1−ω−
2
r

( ∫

B1(0)
|y|−2(1 + s(y))−1dy

) 1
r

∫

∂Ω
(|∇u|+ |π|+ |GG′|)dS ≤

≤ Cβ1+α−ω−
2
r

(2.67)

and collecting (2.56), (2.60), (2.65)–(2.67)

‖∇uS‖
r,(µ

1− 2r ,ω

1− 1r

(· ;β)),Ω
+ ‖∇2uS‖

r,(µ
1− 2r ,ω

1− 1r

(· ;β)),Ω
≤ ε

10
β1−ω (2.68)
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for β, ε sufficiently small, α sufficiently close to 1. The pressure terms are treated
in the same way

|πS,1(x)µ1−
3
r
,ω

0 (x;β)| ≤ β2|x|ω(1 + |βx|)1−ω− 3r
( 1
|x| +

1

|x|2
)

i.e.
‖πS,1‖r

r,(µ
1− 3r ,ω

0 (· ;β)),Ω
1
β
≤

≤ Cβ(3−ω)r
∫

|x|> 1
β

(|βx|−3 + β|βx|−r−3)dx ≤ Cβ(3−ω)r−2 .
(2.69)

Next

|πS,2(x)µ1−
3
r
,ω

0 (x;β)| ≤

≤ Cβ|x|ω(1 + |βx|)1−ω− 3r
[ β
|x| +

1

|x|2 +
1

|x|3
]

and
‖πS,2‖

r,(µ
1− 3r ,ω

0 (· ;β)),Ω
1
β
≤ Cβ(3−ω)−

2
r . (2.70)

Finally

‖πS,3‖
r,(µ

1− 3r ,ω

0 (· ;β)),Ω
1
β
+ ‖πS,4‖

r,(µ
1− 3r ,ω

0 (· ;β)),Ω
1
β
≤

≤ Cβ(1−ω−
2
r
)
( ∫

B1(0)
|y|−3dy

) 1
r

∫

∂Ω
(|∇u|+ |π|+ |GG′|)dS ≤

≤ Cβ1+α−ω−
2
r .

(2.71)

Collecting (2.56), (2.64), (2.69)–(2.71)

‖πS‖
r,(µ

1− 3r ,ω

0 (· ;β)),Ω
+ ‖∇πS‖

r,(µ
1− 3r ,ω

0 (· ;β)),Ω
≤ 1

10
εβ1−ω , (2.72)

where ε, β must be assumed sufficiently small. We have proved

Theorem 2.1 Let f = ∇ · h and let h ∈ L1loc(Ω), f ∈ W 2,q(Ω) ∩ W k,p(Ω),
q ∈ (1; 65), k ≥ 2 with the norms sufficiently small. Let Ω ∈ Ck+1 be an exterior
domain in R

2. Moreover, let

h, f ,∇f ∈ L∞(Ω; η
3
2
1
2

(·)) (2.73)

and let β = |v∞| and ‖h, f ,∇f‖
∞,(η

3
2
1
2

(·))
be sufficiently small.

Then (v, p), solution to the problem (I.4.14)–(I.4.15) constructed in Theo-
rem V.2.1 has the following asymptotic properties

u1 = v1 − βe1 ∈ L∞(Ω; η
1
2
1
2

(·))
v2 ∈ L∞(Ω; η10(·)| ln(2 + ·)|−1)

∇v,∇2v ∈ Lr(Ω; η
1− 2

r

1− 1
r

(·))

p,∇p ∈ Lr(Ω; η
1− 3

r
0 (·)) ,

(2.74)

where r ∈ (5;∞).
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Remark 2.1 From (2.74) it follows that our solution has almost the same
asymptotic behaviour ar the fundamental solution to the Oseen problem (for
u2 up to a logarithmic term, for ∇u, p up to a very small power for r sufficiently
large). If we are not interested in the precise asymptotic structure of ∇v, we
can weaken the assumptions on f . Namely for h, f ,∇f ∈ L∞(Ω; η11

2

(·)) (indeed,
with a sufficiently small norm) we would get (2.74)1,2,4 and instead of (2.74)3

only ∇v,∇2v ∈ Lr(Ω; η
1− 2

r
1
2
− 1

r

(·)).
Using Remark 1.1 (i.e. the imbedding theorem) we easily see that we have

∇v ∈ L∞(Ω; η
1− 2

r

1− 1
r

(·)), i.e. in other words, ∇v ∈ L∞(Ω; η1−2ε1−ε (·)) for any ε > 0.
Analogously p ∈ L∞(Ω; η1−ε0 (·)) for all ε > 0. Unlike the threedimensional case,
the assumptions (2.73) are not sufficient in order to assure the existence of
solution; we must add an assumption on the second gradient of f .



VII
Axially symmetric flow of the ideal

and viscous fluid in R
3

This chapter is devoted to the study of non–steady axially symmetric flow in
the whole R

3. We especially deal with the ideal incompressible fluid (i.e. the
Euler equations, see (I.2.5)) and the viscous incompressible Newtonian fluid
(i.e. the Navier–Stokes equations, see (I.3.6)). In Section VII.1 we study the
viscous fluid and obtain for axially symmetric data (the right hand side and
the initial condition) that the corresponding solution exists on any compact
subinterval of [0;∞) and is regular as the right hand side and initial condition
allow. Next, using this result we get some estimates independent of viscosity,
pass with it to zero and obtain analogous result for the Euler equations. Let us
mention that the part dealing with the viscous fluid is taken from [LeMaNePo]
while the other part has not been published yet.

Definition 0.1 A scalar function ϕ written in cylindrical coordinates is called
axially symmetric if it is independent of θ, i.e. ϕ = ϕ(r, z).
A vector function ξξ = (ξr, ξθ, ξz) is called axially symmetric if ξθ ≡ 0 and

ξr and ξz are axially symmetric.

VII.1 Viscous fluid

In the early thirties J. Leray studies the Cauchy problem for the Navier–Stokes
equations (see [Ler]) and shows that in two spatial dimensions there exists
uniquely determined solution while in three dimensions he only shows the exis-
tence of a ”turbulent” solution (in fact, weak) and the question of its uniqueness
(in the class of weak solutions) as well as its regularity remains open. In fifties
and sixties, Hopf and Ladyzhenskaya (see [Ho] and [Lad1]) extend his results to
the boundary value problems. However, the situation remains the same; in two
spatial dimensions the solution is unique and regular as the data of the problem
allow, in three dimensions only the existence of weak solutions was established.
J. Leray in [Ler] even proposed a possible construction of a singular solu-

tion for regular data. This construction was recently excluded in [NeRuSv]; see
also [MaNePoSc] or even for a larger class of solutions [Ts]. The question of
regularity1 and uniqueness of weak solutions in three space dimensions rema-
ins still one of the most fundamental problems in mathematical theory of fluid
dynamics.

1Evidently, here we speak about global-in-time regularity. The local-in-time regularity for
sufficiently smooth data can be shown easily, see also Theorem 1.1.
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However, if only axially symmetric flows are permitted then it is possible
to show global-in-time existence of regular solution (see Theorem 1.2 below).
As well-known, this solution is unique even in the class of all weak solutions
considered for axially symmetric data only (see Theorem 1.3 below).

At the world congress of mathematics in Moscow (1966) O.A. Ladyzhen-
skaya presented new apriori estimates concerning the axially symmetric flow of
viscous fluid in the whole R

3. The proof of existence of global-in-time regular
solution to the Cauchy problem for the Navier–Stokes equations for axially sym-
metric data was then presented in [Lad2]; the same idea was used by Uchovskii
and Yudovich in [UcYu], the latter was even published some months sooner
than [Lad2] and contained also the study of axially symmetric flow of the in-
compressible ideal fluid. Surprisingly, their results do not seem to be known
in the wide Navier-Stokes community, situation which might be caused by the
technicalities occurring within the proof (for example a special basis in cylindri-
cal coordinates on bounded balls with increasing radius is constructed in order
to define convenient approximations).

The aim of this paper is to give another proof, following an elementary and
clear method. We first consider a viscous fluid; this enables us to build our
proof on known (and nowadays standard) results on existence, uniqueness and
regularity of a weak solution to the evolutionary Stokes system. Starting from
this, we present (in Subsection VII.1.1) local-in-time existence and uniqueness
of smooth axially symmetric solution to the Navier-Stokes system.

Subsection VII.1.2 is then devoted to the derivation of some “global” esti-
mates, which allow us to extend the smooth solution to arbitrary time interval.
We wish to emphasize that the crucial trick in this procedure is due to Lady-
zhenskaya.

VII.1.1 Axially symmetric solution on a short time interval

The Navier-Stokes equations in R
3, written in cartesian coordinates x1, x2, x3,

have a non-dimensional form

∇ · v = 0
∂v

∂t
+ (v · ∇)v − ν∆v +∇p = f ,

(1.1)

where v = (v1, v2, v3) : (0,∞)×R
3 → R

3 and p : (0,∞)×R
3 → R are unknowns

and f = (f1, f2, f3) : (0,∞) → R
3 is prescribed. System (1.1) is completed by

an initial condition

v(0,x) = v0(x) , x ∈ R
3 , where ∇ · v0 = 0 .

In cylindrical coordinates given by x1 = r cos θ, x2 = r sin θ, x3 = z, equati-
ons (1.1) are transformed into the system
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∂vr
∂t
+vr

∂vr
∂r
+
1

r
vθ
∂vr
∂θ
+ vz

∂vr
∂z

− 1
r
v2θ +

∂p

∂r
−

−ν
[1
r

∂

∂r
(r
∂vr
∂r
) +
1

r2
∂2vr
∂θ2

+
∂2vr
∂z2

− vr
r2

− 2
r2
∂vθ
∂θ

]
= fr

∂vθ
∂t
+vr

∂vθ
∂r
+
1

r
vθ
∂vθ
∂θ
+ vz

∂vθ
∂z
+
1

r
vθvr +

1

r

∂p

∂θ
−

−ν
[1
r

∂

∂r
(r
∂vθ
∂r
) +
1

r2
∂2vθ
∂θ2

+
∂2vθ
∂z2

− vθ
r2
+
2

r2
∂vr
∂θ

]
= fθ

∂vz
∂t
+vr

∂vz
∂r
+
1

r
vθ
∂vz
∂θ
+ vz

∂vz
∂z
+
∂p

∂z
−

−ν
[1
r

∂

∂r
(r
∂vz
∂r
) +
1

r2
∂2vz
∂θ2

+
∂2vz
∂z2

]
= fz

∂vr
∂r
+
vr
r
+
1

r

∂vθ
∂θ
+
∂vz
∂z
= 0 .

(1.2)

If ξξ stands instead of v, v0 or f above, then by (ξr, ξθ, ξz) we mean the vector
(ξ1 cos θ + ξ2 sin θ,−ξ1 sin θ + ξ2 cos θ, ξ3).
The objective of this subsection is to show that if v0 and f are axially

symmetric, then there exist a t > 0 and the axially symmetric solution (v, p)
of (1.1) defined on (0, t) satisfying the initial condition. First, we deal with the
evolutionary Stokes system.

Lemma 1.1 Let T ∈ (0;∞), I = (0;T ) and let k ≥ 1, k ∈ N. Let us assume
that v0 ∈ W k,2(R3) and F ∈ L2(I;W k−1,2(R3)) are axially symmetric. Then
there exists exactly one weak (and also strong) solution to the Stokes problem
(in I × R

3)
∂v

∂t
− ν∆v +∇p = F , ∇ · v = 0 ,
v(0,x) = v0(x) , x ∈ R

3 ,

such that v ∈ L∞(I;W k,2(R3)) ∩ L2(I;W k+1(R3)), ∂v∂t ∈ L2(I;W k−1(R3)) and
∇p ∈ L2(I;W k−1,2(R3)) (k ≥ 2).
Moreover, v and p are axially symmetric.

Proof: The existence and uniqueness as well as the energy estimates are
classical, in the whole space we can directly apply the difference-quotient me-
thod to obtain the following energy inequalities (J = (0; t), t ∈ I)

‖v‖2L∞(J ;L2(R))≤ ‖v(0)‖22 +
c

ν

∫ t

0
‖F(τ)‖22dτ

‖Dkv‖2L∞(J ;L2(R))≤ ‖Dkv(0)‖22 +
c

ν

∫ t

0
‖Dk−1F(τ)‖22dτ

ν

∫

0

t

‖D3v(τ)‖22dτ ≤
c

ν

∫ t

0
‖∇F(τ)‖22dτ + ‖D2v(0)‖22

∫

0

t

‖Dk ∂v

∂t
(τ)‖22dτ ≤

c

ν

∫ t

0
‖DkF(τ)‖22dτ + c‖Dk+1v(0)‖22 , k ≥ 0 .

(1.3)

Moreover, the pressure p solves

∆p = ∇ · F ,
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which leads to the regularity for p.
It remains to show that the solution is axially symmetric. Transforming the

Stokes system into the cylindrical coordinates we obtain

∂vr
∂t

− ν
[1
r

∂

∂r
(r
∂vr
∂r
) +
1

r2
∂2vr
∂θ2

+
∂2vr
∂z2

− vr
r2

− 2
r2
∂vθ
∂θ

]
+
∂p

∂r
= Fr

∂vθ
∂t

− ν
[1
r

∂

∂r
(r
∂vθ
∂r
) +
1

r2
∂2vθ
∂θ2

+
∂2vθ
∂z2

− vθ
r2
+
2

r2
∂vr
∂θ

]
+
1

r

∂p

∂θ
= Fθ

∂vz
∂t

− ν
[1
r

∂

∂r
(r
∂vz
∂r
) +
1

r2
∂2vz
∂θ2

+
∂2vz
∂z2

]
+
∂p

∂z
= Fz

∂vr
∂r
+
vr
r
+
1

r

∂vθ
∂θ
+
∂vz
∂z
= 0 .

We see that all the differential operators on the left-hand side of this system
commute with the operator ∂

∂θ . Denoting

u ≡
(∂vr
∂θ

,
∂vθ
∂θ

,
∂vz
∂θ

)
, q ≡ ∂p

∂θ

and using the assumptions on axial symmetry of F and v0, we obtain (after
returning to the cartesian coordinates)

∂u

∂t
− ν∆u+∇q= 0 , ∇ · u = 0 ,

u(0,x) = 0 , x ∈ R
3 .

Therefore, thanks to the uniqueness of square integrable solutions to the Stokes
system, u ≡ 0 and q ≡ 0. Substituting back this fact into the equation for v
and p in the cylindrical coordinates we get

∂vr
∂t

− ν
[1
r

∂

∂r
(r
∂vr
∂r
) +

∂2vr
∂z2

− vr
r2

]
+
∂p

∂r
= Fr

∂vθ
∂t

− ν
[1
r

∂

∂r
(r
∂vθ
∂r
) +

∂2vθ
∂z2

− vθ
r2

]
= 0

∂vz
∂t

− ν
[1
r

∂

∂r
(r
∂vz
∂r
) +

∂2vz
∂z2

]
+
∂p

∂z
= Fz

∂vr
∂r
+
vr
r
+
∂vz
∂z
= 0

and v0 = ((v0)r, 0, (v0)z). Since vθ occurs only in the second equation above,
again the uniqueness argument implies that vθ ≡ 0. Thus the solution is ne-
cessarily axially symmetric.

2

We now construct axially symmetric solution to the full Navier-Stokes sys-
tem. Let t > 0 and J = (0; t). We set

X = X(t) ≡
{
u ∈ L∞(J ;W 2,2(R3));u axially symmetric

}
.

Further, let v0 ∈ W 2,2(R3) and f ∈ L2(0,∞;W 1,2(R3)) be axially symmetric,
∇ · v0 = 0. Take v ∈ X and define an operator S : X 7→ X in such a way
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that u ≡ S(v) solves the evolutionary Stokes system with the initial value v0
and the right-hand side f − vk

∂v
∂xk
. Notice that f − vk

∂v
∂xk
is axially symmetric.2

Consequently, by Lemma 1.1, we observe that u ∈ X(t) for all t ∈ (0;∞) and
p is axially symmetric.
We will show that for t sufficiently small S is a contraction in X. The

Banach fixed point theorem gives then the existence of unique solution to the
Navier–Stokes equations on (0; t); the solution is moreover strong as belongs to
X.
In the sequel we will frequently use the classical interpolation inequality

‖z‖4 ≤ ‖z‖1/42 ‖z‖3/46 ≤ c‖z‖1/42 ‖∇z‖3/42 ,

and also two inequalities of Agmon’s type (see Theorem VIII.1.12)

‖z‖∞ ≤ c ‖z‖1/42 ‖∇2z‖3/42
‖z‖∞ ≤ c ‖∇z‖1/22 ‖∇2z‖1/22 .

(1.4)

Theorem 1.1 Let f ∈ L2loc(0,∞;W 1,2(R3)) and v0 ∈ W 2,2(R3) (divergence
free) be axially symmetric. Then there exists exactly one solution (v, p) such
that v ∈ L∞(J ;W 2,2(R3)) ∩ L2(J ;W 3,2(R3)), ∂v

∂t ∈ L2(J ;W 1,2(R3)), ∇p ∈
L∞(J ;L2(R3)) solving the Navier–Stokes equations on (possibly short) time
interval J = (0; t). Moreover, v and p are axially symmetric.

Proof: It is easy to see, with help of (1.3), that for C ≡ ‖v0‖22,2+1 there is
a t0 > 0 such that ‖S(v)‖X ≤ C whenever ‖v‖X ≤ C. Then it remains to verify
that S : X 7→ X is a contraction. For this purpose fix vi ∈ X, ‖vi‖X ≤ C,
i = 1, 2. As S(v2)−S(v1) satisfies the Stokes system with zero initial condition
and the right-hand side g ≡ −v2k ∂v

2

∂xk
+ v1k

∂v1

∂xk
, it is sufficient to estimate g and

∇g in L2(J ;L2(R3)) (cf. (1.3)). We have (with help of (1.4))
∫ t

0
‖∇g(τ)‖22dτ ≤

∫ t

0
‖ |∇(v2 − v1)|(|∇v2|+ |∇v1|)(τ)‖22 dτ+

+
∫ t

0

(
‖(v2 − v1)(D2v2)(τ)‖22 + ‖v1D2(v2 − v1)(τ)‖22

)
dτ ≤

≤
∫ t

0
‖∇(v2 − v1)(τ)‖21,2(‖∇v2(τ)‖21,2 + ‖∇v1(τ)‖21,2)dτ+

+
∫ t

0
‖(v2 − v1)(τ)‖22,2‖D2v2(τ)‖22dτ+

+
∫ t

0
‖D2(v2 − v1)(τ)‖22‖v1(τ)‖22,2dτ ≤

≤ K(C) t‖v2 − v1‖2X .
2Indeed, transforming the convective term into the cylindrical coordinates (cf.(1.2)) we

have

Kr = vr
∂vr

∂r
+
1

r
vθ

∂vr

∂θ
+ vz

∂vr

∂z
−

v2θ
r

Kθ = vr
∂vθ

∂r
+
1

r
vθ

∂vθ

∂θ
+ vz

∂vθ

∂z
+

vrvθ

r

Kz = vr
∂vz

∂r
+
1

r
vθ

∂vz

∂θ
+ vz

∂vz

∂z
.

It is an easy matter to see that, for v being axially symmetric, the convective term is again
axially symmetric.
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Analogously we get the L2–estimates of g and again it is an easy matter to see
that for t > 0 sufficiently small (t ≤ t0) we obtain an estimate of the type

‖S(v2)− S(v1)‖X ≤ κ‖v2 − v1‖X
with κ < 1.
Banach fixed point theorem then gives the existence and uniqueness of

v ∈ X solving the Navier-Stokes system. From (1.3) we obtain the additio-
nal regularity for v stated in Theorem 1.1. Similarly, there exists p such that
∇p ∈ L∞(J ;L2(R3)) ∩ L2(J ;W 1,2(R3)). The proof of theorem is complete.

2

VII.1.2 Global axially symmetric solution

Provided that v0 and f are axially symmetric we know, by Theorem 1.1, that
there is a t > 0 and an axially symmetric solution (v, p) defined on (0; t) and
solving

∂vr
∂t
+vr

∂vr
∂r
+ vz

∂vr
∂z
+
∂p

∂r
− ν

[1
r

∂

∂r
(r
∂vr
∂r
) +

∂2vr
∂z2

− vr
r2

]
= fr

∂vz
∂t
+vr

∂vz
∂r
+ vz

∂vz
∂z
+
∂p

∂z
− ν

[1
r

∂

∂r
(r
∂vz
∂r
) +

∂2vz
∂z2

]
= fz

∂vr
∂r
+
vr
r
+
∂vz
∂z
= 0 .

(1.5)

We denote by t∗ supremum of all t > 0 for which Theorem 1.1 holds, i.e.

t∗ = sup
{
t; there is an axially symmetric solution

to (1.1) on (0; t) belonging to X
}
.

Then either t∗ =∞ or t∗ <∞. The aim of this section is to exclude the latter
case. Let us assume that t∗ <∞. Then necessarily3

lim sup
t→t∗−

‖v(t)‖W 2,2(R3) =∞ . (1.6)

(Otherwise we could define v at t∗ by the limit and take it as a new initial
value. As v(t∗) ∈W 2,2(R3), we could extend, by Theorem 1.1, (v, p) behind t∗,
which would contradict to the definition of t∗.)
Let t < t∗ be arbitrary, I ≡ (0; t) and (v, p) be a solution on I given by

Theorem 1.1. Because of regularity we can take curl of (1.5). Thanks to the
axial symmetry the vector w ≡ ∇×v has the only nonzero component wθ given
by wθ =

∂vr
∂z − ∂vz

∂r . For lucidity, we denote wθ by ω. We see that ω solves

∂ω

∂t
+ vr

∂ω

∂r
+ vz

∂ω

∂z
− vr

r
ω − ν

[∂2ω
∂r2
+
∂2ω

∂z2
+
1

r

∂ω

∂r
− ω

r2

]
= g , (1.7)

where g ≡ (∇× f)θ.
We will need the following lemma on equivalence of norms for ω and v.

3Note that v ∈ C(0, t;W 2,2(R3)) for all t ∈ (0; t∗). This is a direct consequence of the facts
that v ∈ L2(0, t;W 3,2(R3)) and ∂v

∂t
∈ L2(0, t;W 1,2(R3)), see Theorem VIII.1.21.
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Lemma 1.2 Let v be a smooth, divergence free, axially symmetric vector field
and ω ≡ (∇× v)θ. Then
(i) ‖ω‖2 is equivalent to ‖∇v‖2,

(ii) ‖∇ω‖2 + ‖ωr ‖2 is equivalent to ‖D2v‖2 .

(iii) ‖D2ω‖2 + ‖ ∂
∂r (

ω
r )‖2 + ‖ ∂

∂z (
ω
r )‖2 ≤ C ‖D3v‖2 .

Proof: Lemma is proved in Appendix, even for a more general settings; see
Theorem VIII.4.1.

2

Now we would like to multiply (1.7) successively by ω
r2 , ω and

∂ω
∂t and in-

tegrate over R
3 with the aim to derive apriori estimates for ω which, combi-

ned with Lemma 1.2 (ii), would yield the contradiction to (1.6). Although the
multiplication by ω

r2 is the key step in the proof of Ladyzhenskaya and also
Uchovskii and Yudovich, we do not know if ω

r2 ∈ L2(I;L2(R3) here. However,
we can multiply (1.7) by ω

r2−ε with ε > 0 arbitrarily small, as follows from the
next lemma.

Lemma 1.3 Let ω = (∇× u)θ, u ∈ X(t). Then

(i) ω
r2−ε and 1

r1−ε
∂ω
∂r belong to L

2(I;L2(R3)) for all ε > 0;

(ii) let g1(η) ≡
∫∞
−∞(r

δ|ωr |2)(η, z) dz and g2(η) ≡
∫∞
−∞(r

δ|∂ω∂r |2)(η, z) dz, then
g1 and g2 are bounded for any δ ∈ (0, 2).

Proof: To prove (i) we first observe that, by Lemma 1.2, ωr and
∂
∂r (

ω
r )

belong to L2(I;L2(R3)). We then define g ∈W 1,2(R3) in such a way that g = ω
r

for r < 1, g = 0 for r > 2 and ‖g‖1,2 ≤ C‖ωr ‖1,2. For ε > 0 fixed, the Hardy
inequality (see Theorem VIII.1.16) yields

∫ ∞

−∞

∫ ∞

0
r−1+2ε|g|2dr dz ≤

≤
(2
ε

)2 ∫ ∞

−∞

∫ ∞

0
r1+2ε

∣∣∣
∂g

∂r

∣∣∣
2
dr dz ≤ C(ε)

∥∥∥∇ω

r

∥∥∥
2

2
.

Moreover, for r > 1 we have
∫ ∞

−∞

∫ ∞

1

∣∣∣
ω

r2−ε

∣∣∣
2
rdr dz ≤

∫ ∞

−∞

∫ ∞

1

∣∣∣
ω

r

∣∣∣
2
rdr dz .

In a very similar way we can show that
∥∥∥
1

r1−ε
∂ω

∂r

∥∥∥
2
≤ C(ε)

∥∥∥
∂ω

∂r

∥∥∥
1,2
.

Thus (i) is proved. To verify (ii), let η > 0 and δ ∈ (0; 2). Then

g1(η) = −
∫ ∞

−∞

∫ ∞

η

∂

∂r

(
rδ
∣∣∣
ω

r

∣∣∣
2)
dr dz ≤

≤
∫ ∞

−∞

∫ ∞

η
δr−1+δ

∣∣∣
ω

r

∣∣∣
2
+ 2rδ

∣∣∣
ω

r

∣∣∣
∣∣∣
∂

∂r

(ω
r

)∣∣∣drdz ≤

≤
∥∥∥

ω

r2−δ/2

∥∥∥
2

2
+
∥∥∥
∂

∂r

(ω
r

)∥∥∥
2

∥∥∥
ω

r2−δ

∥∥∥
2
.
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Thus g1(η) is bounded for all η due to (i) and Lemma 1.2 (iii). The boundedness
of g2 is proved analogously starting from − ∫∞−∞

∫∞
η

∂
∂r (r

δ|∂ω∂r |2)drdz and using
Lemma 1.2 (iii).

2

Corollary 1.1 For every ε > 0

lim
η→0+

∫ ∞

−∞

(∂ω
∂r

ω

r1−ε

)
(η, z) dz = 0 .

Proof: For fixed ε > 0, we have
∫ ∞

−∞

(∂ω
∂r

ω

r1−ε

)
(η, z) dz ≤

≤
( ∫ ∞

−∞

(∣∣∣
∂ω

∂r

∣∣∣
2
rε/2

)
(η, z) dz

)1/2( ∫ ∞

−∞

(∣∣∣
ω

r

∣∣∣
2
rε/2

)
(η, z) dz

)1/2
ηε/2 ,

which gives the assertion thanks to Lemma 1.3 (ii).

2

Now, we are going to multiply (1.7) by ω
r2−ε and integrate over R

3 with
the aim to let finally ε → 0+. The integration over R

3 is clearly allowed as all
integrals are finite; for example (by

∫
we mean

∫∞
−∞

∫∞
0 in what follows) it holds

∣∣∣
∫
1

r

∂ω

∂r

ω

r2−ε
rdrdz

∣∣∣ ≤
∥∥∥
1

r1−ε/2
∂ω

∂r

∥∥∥
2

∥∥∥
ω

r2−ε/2

∥∥∥
2
,

and the right-hand side is finite due to Lemma 1.3 (i).

Lemma 1.4 Let v0 ∈ W 2,2(R3) and f ∈ L2loc(0,∞;W 1,2(R3)) be axially sym-
metric and let t < t∗. Then it holds

∥∥∥
ω(t)

r

∥∥∥
2

2
≤ C(v0, f) (1.8)

‖ω(t)‖22 + ν
∫ t

0

(
‖∇ω(τ)‖22 +

∥∥∥
ω(τ)

r

∥∥∥
2

2

)
dτ ≤ C(v0, f) (1.9)

∫ t

0

∥∥∥
∂ω(τ)

∂t

∥∥∥
2

2
dτ + ν

(
‖∇ω(t)‖22 +

∥∥∥
ω(t)

r

∥∥∥
2

2

)
≤ C(v0, f) , (1.10)

where C(v0, f) denotes a quantity depending on ‖v0‖2,2 and
∫ T
0 ‖f(t)‖21,2dt, t∗ <

T <∞, arbitrary.

Proof: We will split the proof into three steps.
Step 1. In order to prove (1.8) we multiply (1.7) by ω

r2−ε with ε > 0 small and
integrate over R

3 with respect to the measure rdrdz, which is allowed due to
Lemma 1.3 (i). We will obtain

1

2

d

dt

∫ ∣∣∣
ω

r1−ε/2

∣∣∣
2
rdrdz +ν

∫ (∣∣∣∇
( ω

r1−ε/2

)∣∣∣
2
+ (ε− ε2

4
)
∣∣∣

ω

r2−ε/2

∣∣∣
2)
rdrdz =

=
∫
g
ω

r2−ε
rdrdz +

ε

2

∫
vr
r

ω2

r2−ε
rdrdz . (1.11)
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Indeed, the term including ∂ω
∂t is elementary. (We can use e.g. the theorem on

derivative of integral depending on a parameter.) The convective term gives
∫ (

vr
∂ω

∂r
+vz

∂ω

∂z
− vrω

r

) ω

r2−ε
rdrdz =

=
∫ (vr
2

∂(ω2)

∂r

( 1
r1−ε

)
+
vz
2

∂(ω2)

∂z

( 1
r1−ε

)
− vr

r

ω2

r1−ε

)
drdz =

= −1
2

∫ (∂vr
∂r
+
∂vz
∂z
+
vr
r

) ω2

r1−ε
drdz − ε

2

∫
vr
r

ω2

r1−ε
drdz =

= −ε
2

∫
vr
r

ω2

r1−ε
drdz . (due to (1.5)3)

Let us note that the boundary terms disappear due to the integrability (at
infinity) and due to an analogue of Corollary 1.1 (at r = 0). The elliptic term
requires precise investigations

−ν
∫ (∂2ω

∂r2
+
∂2ω

∂z2
+
1

r

∂ω

∂r
− ω

r2

) ω

r2−ε
rdrdz = −ν

[ ∫ ∞

−∞

∂ω

∂r

ω

r1−ε
dz
]r=∞
r=0
+

+ν
∫ (∣∣∣

∂

∂r

( ω

r1−ε/2

)∣∣∣
2
+
∣∣∣
∂

∂z

( ω

r1−ε/2

)∣∣∣
2
+ ε(1− ε

4
)
∣∣∣

ω

r2−ε/2

∣∣∣
2)
rdrdz ,

and the boundary term vanishes due to Corollary 1.1 and due to the integrability
of ω.
Now we can estimate the right-hand side of (1.11). Since
∫ (∂fr

∂z
− ∂fz

∂r

) ω

r2−ε
r drdz = −

∫ (
fr
∂

∂z

( ω

r1−ε

)
− fz

∂

∂r

( ω

r1−ε

))
drdz =

= −
∫ (

frr
ε/2 ∂

∂z

( ω

r1−ε/2

)
− fzr

ε/2 ∂

∂r

( ω

r1−ε/2

)
− ε

2
fzr

ε/2 ω

r2−ε/2

)
drdz ,

we have by the Hardy and Young inequalities (see Theorem VIII.1.16 and
Lemma VIII.1.1)

∣∣∣
∫
g
ω

r2−ε
rdrdz

∣∣∣≤
∥∥∥
f

r1−ε/2

∥∥∥
2

(∥∥∥∇ ω

r1−ε/2

∥∥∥
2
+
ε

2

∥∥∥
ω

r2−ε/2

∥∥∥
2

)
≤

≤ ν

2

∥∥∥∇ ω

r1−ε/2

∥∥∥
2

2
+
ε

4

∥∥∥
ω

r2−ε/2

∥∥∥
2

2
+ c ‖f‖21,2 .

Further, by means of (1.4), we have

ε
∣∣∣
∫
vr
r

ω2

r2−ε
rdrdz

∣∣∣≤ ε‖vr‖∞
∥∥∥

ω

r2−ε/2

∥∥∥
2

∥∥∥
ω

r1−ε/2

∥∥∥
2
≤

≤ ε

4

∥∥∥
ω

r2−ε/2

∥∥∥
2

2
+ ε c ‖∇v‖2‖D2v‖2

∥∥∥
ω

r1−ε/2

∥∥∥
2

2
.

Putting all calculations together and integrating the result with respect to time
we obtain for all τ ∈ (0; t)

∥∥∥
ω(τ)

r1−ε/2

∥∥∥
2

2
≤ c(f ,v0) + ε

∫ τ

0
‖∇v(s)‖21,2

∥∥∥
ω(s)

r1−ε/2

∥∥∥
2

2
ds .

The Gronwall inequality (see Theorem VIII.1.20) then implies

∥∥∥
ω(τ)

r1−ε

∥∥∥
2

2
≤ c(f ,v0) exp

(
ε

∫ t

0
‖D2v(τ)‖22 dτ

)
.
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The right-hand side is finite by the assumption on v, which allows to pass to
the limit as ε → 0 at the right-hand side. As | ω

r1−ε/2 | is bounded by |ωr | for
r ∈ (0; 1), and by |ω| for r ≥ 1, we can let ε tend to 0 at the left-hand side by
the Lebesgue dominated theorem, and we obtain (1.8).
Step 2. The next estimate (1.9) is obtained by multiplying (1.7) by ω (and
integrating over R

3). The elliptic term gives

−ν
∫ (∂2ω

∂r2
+
∂2ω

∂z2
+
1

r

∂ω

∂r
− ω

r2

)
ωrdrdz =

= ν
∫ [(∂ω

∂r

)2
+
ω2

r2
+
(∂ω
∂z

)2]
rdrdz = ν

(
‖∇ω‖22 +

∥∥∥
ω

r

∥∥∥
2

2

)
.

Since ∫
∂ω

∂t
ω rdrdz =

1

2

d

dt
‖ω‖22

and
∫
gωrdrdz ≤ 2

∫
|f |
(
|∇ω|+

∣∣∣
ω

r

∣∣∣
)
rdrdz ≤ 2‖f‖2

(
‖∇ω‖2 +

∥∥∥
ω

r

∥∥∥
2

)
,

we can concentrate ourselves on the estimate of the convective term. We have

∫ (
vr
∂ω

∂r
ω + +vz

∂ω

∂z
ω − vrω

2

r

)
rdrdz =

=
∫ [

vr
∂

∂r

(ω2

2

)
+ vz

∂

∂z

(ω2

2

)
− vrω

2

r

]
rdrdz =

=
∫
ω2

2

(
− ∂vr

∂r
− ∂vz

∂z
− 2vr

r
− vr

r

)
rdrdz = −

∫
vrω

2

r
rdrdz .

Adding all computations, integrating over (0; t), using the Agmon inequality
(1.4), the above shown estimate (1.8) and Lemma 1.2 (i), (ii) we obtain

‖ω(t)‖22+C
∫ t

0
‖D2v(τ)‖22dτ +

ν

4

∫ t

0

(
‖∇ω(τ)‖22 +

∥∥∥
ω

r

∥∥∥
2

2
dτ
)
≤

≤ C

∫ t

0

∫
|ω(τ)|2|vr|drdz + C(v0, f) ≤

≤
∫ t

0
‖v(τ)‖∞

∥∥∥
ω(τ)

r

∥∥∥
2
‖ω(τ)‖2dτ + C(v0, f) ≤

≤ C(v0, f)
∫ t

0
‖∇v‖1/22 ‖D2v‖1/22 ‖ω‖2dτ + C(v0, f) ≤

≤ C

8

∫ t

0
‖D2v‖22dτ + C(v0, f)

∫ t

0
‖∇v‖22dτ + C(v0, f) ≤

≤ C

8

∫ t

0
‖D2v‖22dτ + C(v0, f) ,

(1.12)

where we use (at the last step) the classical first energy estimates

‖v(t)‖22 +
∫ t

0
‖∇v(τ)‖22dτ ≤ ‖v0‖22 + c

∫ t

0
‖f(τ)‖22dτ . (1.13)
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Step 3. The last estimate (1.10) is obtained similarly. Now we multiply (1.7)
by ∂ω

∂t . It yields
∥∥∥
∂ω

∂t

∥∥∥
2

2
+
1

2

d

dt
ν
(
‖∇ω‖22 +

∥∥∥
ω

r

∥∥∥
2

2

)
≤

≤
∣∣∣
∫ (

vr
∂ω

∂r
+ vz

∂ω

∂z
− vrω

r
+ g

)∂ω
∂t

rdrdz
∣∣∣ ≤

≤ 1
2

∥∥∥
∂ω

∂t

∥∥∥
2

2
+
∫

|v|2
(
|∇ω|2 +

∣∣∣
ω

r

∣∣∣
2)
rdrdz + ‖f‖21,2 ≤

≤ 1
2

∥∥∥
∂ω

∂t

∥∥∥
2

2
+ ‖v‖2∞

(
‖∇ω‖22 +

∥∥∥
ω

r

∥∥∥
2

2

)
+ ‖f‖21,2 .

We must only pay attention to the elliptic term, as we do not have enough regu-
larity ( ∂∂t∇ω /∈ L2(I;L2(R3) generally). Nevertheless, using Theorem VIII.1.19
we can prove that

∫ t

0

∫ (∂2ω
∂r2
+
∂2ω

∂z2
+
1

r

∂ω

∂r
− ω

r2
r
)
drdzdτ =

=
1

2

(
‖∇ω(t)‖22 +

∥∥∥
ω

r
(t)
∥∥∥
2

2
− ‖∇ω(0)‖22 −

∥∥∥
ω

r
(0)
∥∥∥
2

2

)
.

Again, by (1.4), (1.12) and (1.13) we see that
∫ t

0
‖v(τ)‖2∞ ≤ C

(
‖v0‖22,2,

∫ t

0
‖f‖21,2dτ

)
.

The Gronwall inequality finishes the proof of (1.10). Lemma 1.4 is proved.

2

The task to exclude (1.6) is now very easy. By the equivalence of the norm
(cf. Lemma 1.2 (i), (ii)) we see that (1.8)–(1.10) can be rewritten as

‖v(t)‖22,2 ≤ C
(
‖v0‖22,

∫ t

0
‖f‖21,2dτ

)

valid for all t < t∗. Passing to the lim sup at the left-hand side we obtain

lim sup
t→t∗−

‖v(t)‖22,2 <∞.

Thus (1.6) does not hold and consequently t∗ =∞. We have proved
Theorem 1.2 Let T ∈ (0;∞) be arbitrary, and let v0 ∈W 2,2(R3), ∇ · v0 = 0,
and f ∈ L2(0, T ;W 1,2(R3)) be axially symmetric. Then there exists (global)
axially symmetric solution to the Navier-Stokes equations (1.1) satisfying

v∈ L∞(0, T ;W 2,2(R3)) ∩ L2(0, T ;W 3,2(R3)) ,

∂v

∂t
∈ L2(0, T ;W 1,2(R3)) .

An easy consequence of Theorem 1.2 is the following statement.

Theorem 1.3 Let v0 and f be as in Theorem 1.2. Then global axially sym-
metric solution to (1.1) given by Theorem 1.1 is unique in the class of weak
solutions to (1.1).

Proof: Compare with [CoFo], Chapt. 10 or [Se].

2
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VII.2 Ideal fluid

Next we study the incompressible Euler equations, i.e. the system (cf. (I.2.5))

∂v

∂t
+ (v · ∇)v +∇p = f

∇ · v = 0
(2.1)

completed by the initial condition

v(0,x) = v0(x) , x ∈ R
3 (2.2)

with ∇ ·v0 = 0. For the incompressible Euler equations similar problems as for
the Navier–Stokes equations appear. The local-in-time existence is known for
quite a long time (see [Lic]), in two dimensions we have that the solution with
finite initial energy exists for all time (see e.g. [BeKaMa] or [Maj]). But in three
dimensions it is still not clear whether solutions with finite initial energy may
blow up or not (see e.g. [Maj] for a discussion of the numerical experiments in
this context). Nevertheless, there exists a precise characterisation of the time
instant, when the the energy blows up. Namely, denoting w = ∇× v, we have
(see [BeKaMa])

Lemma 2.1 The interval [0, T ∗) with T ∗ <∞ is a maximal interval of smooth
existence if and only if the energy accumulates so rapidly that

∫ t

0
‖w(τ)‖∞dτ → ∞ as t→ T ∗ . (2.3)

Here [0, T ) is a maximal interval of smooth existence provided the function
v ∈ C([0;T );W s,2(RN )) and ‖v(t)‖s,2 → ∞ as t→ T , s > N

2 + 1.
We shall use this lemma in order to show that for axially symmetric data

(2.3) cannot happen and therefore the solution (axially symmetric) exists glo-
bally in time, is smooth and therefore unique.
Let us also recall that similar result have been proved by Uchovskii and

Yudovich in [UcYu] by means of a quite different technique. Further, in the
paper of Beale, Kato and Majda [BeKaMa] another approach can be found.
They prove the global existence of smooth solution under different assumptions
(the non–negativity of the initial condition).
Let us start to study (2.1) under the assumption of the axial symmetry of

the data. First, let us present some auxiliary lemmas.

Lemma 2.2 Let v ∈W 4,2(R3) be axially symmetric. Then ω
r ∈ L∞(R3), where

ω = (∇× v)θ.

Proof: From Lemma VIII.4.17 in Appendix we have
∥∥∥
ω

r

∥∥∥
∞

≤ C‖D2v‖∞

The rest follows from the imbedding theorem,

‖D2v‖∞ ≤ C‖D2v‖2,2 .

2
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Definition 2.1 We put

W 3,2,ax
∞ =W 4,2,ax(R3)

‖ · ‖
W
3,2
∞ ,

where, for axially symmetric function v,

‖v‖
W 3,2

∞
= ‖v‖3,2 +

∥∥∥
ω

r

∥∥∥
∞

and W 4,2,ax(R3) denotes the set of all axially symmetric functions belonging to
W 4,2(R3).

Remark 2.1

W 3,2,ax
∞ ⊂

{
u ∈W 3,2(R3);u axially symmetric,

∥∥∥
ω

r

∥∥∥
∞
< +∞

}
,

the opposite inclusion being not clear.

We shall assume from now that4

v0 ∈W 3,2,ax
∞ , f ∈ L2loc(0,∞;W 3,2,ax

∞ ) (2.4)

and denote by vδ0, f
δ their approximations (in the space variables) in the sense

of Definition 2.1. We have

Lemma 2.3 Let vδ0 ∈W 4,2(R3), f δ ∈ L2loc(0,∞;W 4,2(R3)) be the approximati-
ons of the data. Then there exists unique

vδ,ν ∈ L2loc(0,∞;W 5,2(R3)) ∩ L∞
loc(0,∞;W 4,2(R3))

∂vδ,ν

∂t
∈ L2loc(0,∞;W 3,2(R3))

∇pδ,ν ∈ L2loc(0,∞;W 3,2(R3)) ,

(2.5)

solution (axially symmetric) to the Navier–Stokes equations (1.1).

Proof: The proof is completely analogous to the proof of Theorems 1.1 and
1.2. Using this method we get solution which belongs to L2loc(0,∞;W 3,2(R3))∩
L∞
loc(0,∞;W 2,2(R3)) and which is axially symmetric. The higher regularity
follows from the fact that the above proved regularity implies the full regu-
larity of the solution to the Navier–Stokes equations, see e.g. [Te] or [He].

2

The next aim is to obtain some estimates which are independent of the
viscosity.

4The assumptions on the time integrability of f can be further weaken, nevertheless, we
shall not do it.
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Lemma 2.4 Under the assumptions of Lemma 2.3 we have on a sufficiently
short time interval J = (0, t), t = t(v0, f),

‖v‖L∞(0,t;W 4,2(R3)) ≤ C(vδ0, f
δ, t)

∥∥∥
∂v

∂t

∥∥∥
L2(0,t;W 3,2(R3))

≤ C(vδ0, f
δ, t)

‖∇p‖L2(0,t;W 3,2(R3)) ≤ C(vδ0, f
δ, t) ,

(2.6)

where the constant C does not depend on the viscosity ν. Moreover,

‖v‖L∞(0,t;W 3,2(R3)) ≤ C(v0, f , t)
∥∥∥
∂v

∂t

∥∥∥
L2(0,t;W 2,2(R3))

≤ C(v0, f , t)

‖∇p‖L2(0,t;W 2,2(R3)) ≤ C(v0, f , t) ,

(2.7)

where the constant C can be taken independent of ν and δ.

Proof: We multiply first the equation (1.1)2 by v and integrate over R
3:

1

2

d

dt
‖v‖2 + ν‖∇v‖22 ≤ ‖f‖2‖v‖2

i.e.
‖v‖L∞(0,t;L2(R3)) ≤ C‖f‖L1(0,t;L2(R3)) + ‖v0‖2 .

Analogously we proceed for higher derivatives. Let us mention only the highest
derivatives. We use the fact that (∇ · v = 0)

∫

R
3
∇k(v · ∇v)∇kvdx ≤

∫

R
3
|∇kv|2|∇v|dx+

+
∫

R
3
|∇kv||∇k−1v||∇2v|dx+ . . .+

∫

R
3
|∇kv|2|∇v|dx ,

for k = 3 ∫

R
3
|∇3v|2|∇v|dx ≤ ‖∇3v‖22‖∇v‖∞ ≤ C‖∇v‖32,2

and for k = 4
∫

R
3
|∇4v|2|∇v|dx ≤ ‖∇4v‖22‖∇v‖∞ ≤ C‖∇v‖33,2 .

Therefore
1

2

d

dt
‖v‖24,2 ≤ C‖v‖34,2 + ‖f δ‖4,2‖v‖4,2 (2.8)

and
1

2

d

dt
‖v‖23,2 ≤ C‖v‖33,2 + ‖f δ‖3,2‖v‖3,2 . (2.9)

On the interval where ‖v(t)‖4,2 ≥ 1 we have

d

dt

1

‖v(t)‖4,2
≥ −C − C1‖f δ‖4,2
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and the first inequality follows by integration over sufficiently short time inter-
val. Next, taking the divergence of (2.1)1

∆p = ∇ · f +∇ · ((v · ∇)v)

and
‖∇p‖L2(0,t;W 3,2(R3)) ≤ C‖f‖L2(0,t;W 3,2(R3))+

+‖(v · ∇)v‖L2;0,t;W 3,2(R3)) ≤ C(f δ,vδ0, t) .

Analogously, directly from the equation, we have the estimate for the time deri-
vative. Now, using (2.9) we can easily obtain (2.7); namely ‖vδ0‖3,2 ≤ C‖v0‖3,2
and ‖f δ‖L2(0,t;W 3,2(R3)) ≤ C‖f‖L2(0,t;W 3,2(R3)) with the constant independent of
δ. The proof is finished.

2

We may now pass with with ν → 0+. So we get solution to the Euler
equations with the above mentioned regularity.5

Lemma 2.5 Let vδ0 ∈ W 4,2(R3), f δ ∈ L2loc(0,∞;W 4,2(R3)), be axially sym-
metric. Then there exists t > 0 such that on (0, t) there exists solution axially
symmetric to the Euler equations and the estimates (2.6) and (2.7) hold.

Up to now we did not use the crucial fact that the data and the solution are
axially symmetric. Let us again denote by ω the only nonzero (the θ) component
of the ∇× v, cf. Section VII.1. We have

∂ω

∂t
+ vr

∂ω

∂r
+ vz

∂ω

∂z
− vr

r
ω = g , g = (∇× f)θ , (2.10)

together with the continuity equation

∂vr
∂r
+
vr
r
+
∂vz
∂z
= 0 .

Let us first recall the regularity of ω on I = (0; t). We apply Theorem
VIII.4.1 together with Lemma 2.4 and standard imbedding theorems. First we
start with estimates which are δ–independent.

∂ω

∂t
∈ L2(I;L2(R3) ∩ L6(R3))

∂ω

∂r
∈ L∞(I;L2(R3) ∩ L6(R3))
∂

∂t

∂ω

∂r
∈ L2(I;L2(R3))

v,∇v ∈ L∞(I;L2(R3) ∩ L∞(R3))

g ∈ L2(I;L2(R3) ∩ L∞(R3))

vr
r

∈ L∞(I;L2(R3) ∩ L∞(R3))

∂

∂r

ω

r
∈ L∞(I;L2(R3))

ω

r
∈ L∞(I;L2(R3) ∩ L∞(R3))

g

r
∈ L2(I;L2(R3) ∩ L∞(R3)) .

(2.11)

5As the equation contains nonlinear term and we study the equation on a non–compact
domain, we must proceed a bit more carefully. We multiply the equation by a smooth function
with compact support and pass to the limit in this equality. Applying the Cantor diagonal
argument we get a subsequence which converges weakly in L2(0, t;W 4,2(R3) and strongly in
L2(0, t;W 3,2(BR) for all R > 0 (due to the Lions–Aubin lemma, see e.g. [Lio]) to a function,
satisfying the Euler equations a.e. in (0; t)×R

3 together with the above mentioned regularity.
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The following estimates blow up if δ → 0+

∂ω

∂t
∈ L2(I;L∞(R3))

∂ω

∂r
∈ L∞(I;L∞(R3))

∂

∂t

∂ω

∂r
∈ L2(I;L6(R3))

∂

∂r

ω

r
∈ L∞(I;L6(R3)) .

(2.12)

Now let I = (0; t) with t < t∗,

t∗ = sup
{
t > 0; ∃v axially symmetric ,v ∈ L∞(I;W 4,2(R3)),

∂v

∂t
∈ L∞(I;W 3,2(R3)) solving (2.1) in I × R

3
}
.

By a contradiction argument we shall show that necessarily t∗ =∞. Let t∗ <∞.
Then Lemma 2.1 implies

∫ t∗

0
‖ω(τ)‖∞dτ =∞ .

In what follows, we shall exclude this possibility by showing that

‖ω‖L∞(0,t;L∞(R3)) ≤ C ,

where the constant C remains bounded for t → t∗. We multiply the equation
(2.10) by 1r |ωr |p−1sign ωr and integrate rdrdz. We have6 for p ≥ 2
∫
∂ω

∂t

∣∣∣
ω

r

∣∣∣
p−1
sign

ω

r
drdz +

∫ (
vr
∂ω

∂r
+ vz

∂ω

∂z
− vr

r
ω
)∣∣∣
ω

r

∣∣∣
p−1
sign

ω

r
drdz =

=
∫
g
∣∣∣
ω

r

∣∣∣
p−1
sign

ω

r
drdz . (2.13)

Due to the regularity of v on I we easily verify that all integrals in (2.13) are
finite. Moreover, let us show that the convective term is equal to zero. We have
namely

∫ (
vr
∂ω

∂r
+ vz

∂ω

∂z
− vr

r
ω
)∣∣∣
ω

r

∣∣∣
p−1
sign

ω

r
drdz =

=
1

p

∫ [
vr
∂

∂r

∣∣∣
ω

r

∣∣∣
p
+ vz

∂

∂z

∣∣∣
ω

r

∣∣∣
p]
rdrdz =

=
∫ ∞

−∞

[
vr
∣∣∣
ω

r

∣∣∣
p]∞
0
dz − 1

p

∫ (∂vr
∂r
+
∂vz
∂z
+
vr
r

)∣∣∣
ω

r

∣∣∣
p
rdrdz = 0 .

We used the fact that ∇ · v = 0 (see (2.1)2) and similarly as in Section VII.1
we may show that the boundary terms disappear. We have

Lemma 2.6 Let vδ0, f
δ be as above. Then

1

p

d

dt

∫ ∣∣∣
ω

r

∣∣∣
p
rdrdz ≤

∫
g
∣∣∣
ω

r

∣∣∣
p−1

rdrdz (2.14)

and
∥∥∥
ω

r

∥∥∥
L∞(I;Lp(R3))

≤ C(v0) +
∥∥∥
g

r

∥∥∥
L1(I;Lp(R3))

∀p ∈ [2;∞] . (2.15)

6As in Section VII.1,
∫

fdrdz denotes
∫∞

−∞

∫∞

0
f(r, z)drdz.
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Proof: The inequality (2.14) was shown above. Now

1

p

d

dt

∥∥∥
ω

r

∥∥∥
p

p
≤
∥∥∥
g

r

∥∥∥
p

∥∥∥
ω

r

∥∥∥
p−1

p
,

i.e.
d

dt

∥∥∥
ω

r

∥∥∥
p
≤
∥∥∥
g

r

∥∥∥
p
,

integrating over the time interval I and passing with p to infinity we get the
result.

2

Remark 2.2

(i) Analogously to the case when Ω is bounded we have that if ‖f‖p ≤ C
with C independent of p, then f ∈ L∞(RN ) and ‖f‖∞ ≤ C. Moreover,
if f ∈ L2(RN ) ∩ L∞(RN ), then lim supq→∞‖f‖q ≤ ‖f‖∞. The proofs are
similar to those in bounded domains (cf. e.g. [KuFuJo]).

(ii) The above shown inequality enables us to pass with δ → 0+ and use
only the information v0 ∈ W 3,2,ax

∞ , f ∈ L2(I;W 3,2,ax
∞ ). We get again the

existence of strong solutions to the Euler equations and the inequality
from Lemma 2.6 holds true.

Now we multiply (2.10) by |ω|p−1signω and integrate rdrdz. We have
∫
∂ω

∂t
|ω|p−1signωrdrdz +

∫ (
vr
∂ω

∂r
+ vz

∂ω

∂z
− vr

r
ω
)
|ω|p−1signωrdrdz =

=
∫
g|ω|p−1signωrdrdz . (2.16)

We can again easily verify that all the integrals are finite and that we may
apply the Green theorem on the convective term. So we get

∫ (
vr
∂ω

∂r
+ vz

∂ω

∂z
− vr

r
ω
)
|ω|p−1signωrdrdz =

=
1

p

∫ (
vr
∂

∂r
|ω|p + vz

∂

∂z
|ω|p

)
rdrdz−

−
∫
vr|ω|prdrdz = −

∫
vr|ω|pdrdz .

Now
1

p

d

dt
‖ω‖pp ≤

∫
|vr||ω|p−1

∣∣∣
ω

r

∣∣∣rdrdz +
∫

|g||ω|p−1rdrdz ≤

≤ ‖v‖p‖ω‖p−1p

∥∥∥
ω

r

∥∥∥
L∞(I;L∞(R3))

+ ‖g‖p‖ω‖p−1p

i.e.
d

dt
‖ω‖p ≤ C‖v‖p + ‖g‖p . (2.17)

We first use (2.17) for p = 4. We have (see Theorem VIII.1.12)

‖v‖4 ≤ C‖v‖a2‖∇v‖1−a4 ≤ C1‖v‖a2‖ω‖1−a4
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with a = 3
7 and therefore, using the first energy inequality ‖v‖L∞(I;L2(R3)) ≤ C,

d

dt
‖ω‖4 ≤ C2‖ω‖1−a4 + ‖g‖4 .

So we have7

‖ω‖L∞(I;L4(R3)) ≤ C(f ,v0) . (2.18)

Now

‖v‖∞ ≤ C‖v‖
1
7
2 ‖∇v‖

6
7
4 ≤ C1‖v‖

1
7
2 ‖ω‖

6
7
4 ,

(see Theorems VIII.1.12 and VIII.4.1) and therefore

‖v‖L∞(I;L∞(R3)) ≤ C .

We return to the inequality (2.17)

1

p

d

dt
‖ω‖pp ≤

∫
|vr||ω|p−1

∣∣∣
ω

r

∣∣∣rdrdz +
∫

|g||ω|p−1rdrdz ≤

≤ ‖v‖L∞(I;L∞(R3))‖ω‖p−1p

∥∥∥
ω

r

∥∥∥
p
+ ‖g‖p‖ω‖p−1p ,

i.e.
d

dt
‖ω‖p ≤ C

∥∥∥
ω

r

∥∥∥
p
+ ‖g‖p .

Integrating the inequality over the time interval I we get

‖ω‖L∞(I;Lp(R3)) ≤ C(f ,v0)

and in particular the constant does not depend on p. We may pass with p to∞
to get

‖ω‖L∞(I;L∞(R3)) ≤ C(f ,v0) ,

which excludes the possibility of an blow up. We have therefore

Theorem 2.1 Let f ∈ L2loc(0,∞;W 3,2,ax
∞ ), v0 ∈W 3,2,ax

∞ with ∇ · v0 = 0. Then
there exists solution to the incompressible Euler equations (2.1)–(2.2) on any
compact subinterval of (0;∞). This solution is regular and unique in the class
of all weak solutions to the Euler equations. More precisely, we have

v ∈ L∞
loc(0,∞;W 3,2(R3))

∂v

∂t
∈ L2loc(0,∞;W 2,2(R3))

∇p ∈ L2loc(0,∞;W 2,2(R3)) .

Proof: We have only to show the uniqueness, the rest being proved above.
Let us assume that u is another weak solution to the same data; using the
mollification of the difference wε = (u − v)ε as a test function, we easily get
after passing with ε→ 0+

1

2

d

dt

∫

R
3
|w|2dx ≤

∫

R
3
|w|2|∇v|dx ≤ ‖∇v‖L∞(I;L∞(R3))‖w‖22 .

As w(0) = 0, the Gronwall inequality finishes the proof.

2

7If ‖ω(τ)‖4 ≤ 1, the inequality is trivial; if ‖ω(τ)‖4 > 1, we have ‖ω(τ)‖1−a
4 ≤ ‖ω(τ)‖4 and

we can apply the Gronwall inequality.



VIII
Appendix

VIII.1 Function spaces, basic inequalities

Let BR(x) denote an open ball with diameter R centered at x,

BR(x) = {y ∈ R
N ; |y − x| < R} (1.1)

and BR(x) the exterior part to a closed ball,

BR(x) = {y ∈ R
N ; |y − x| > R} . (1.2)

If x = 0, we shall write usually only BR and BR, respectively.
Let Ω ⊂ R

N be a bounded or an unbounded domain. In the latter Ω = R
N

or Ω is an exterior domain. It means that there exists O = Ωc, compact, simply
connected set, such that Ω = R

N \O. Without loss of generality we shall suppose
that B 1

2
⊂ O ⊂ B1. For Ω unbounded we denote

ΩR = Ω ∩BR
ΩR = Ω ∩BR

ΩR1R2 = ΩR2 \ ΩR1 .
(1.3)

The bounded domain Ω is called a domain of class C0 (a domain with con-
tinuous boundary) if there exist α > 0 and M cartesian systems of coordinates
(xr1 , . . . , xrN−1 , xrN ) = (x

′
r, xrN ), r = 1, . . . ,M and M functions ar(x′r), conti-

nuous on

∆r = {x′r; |xri | < α, i = 1, 2, . . . , N − 1} , r = 1, 2, . . . ,M

such that for all x ∈ ∂Ω there exists r ∈ {1, 2, . . . ,M} and x′r ∈ ∆r, x =
Tr(x′r, ar(x

′
r)), Tr : Xr 7→ X. Moreover, we suppose that there exists β > 0

such that if

V +r = {(x′r, xrN );x′r ∈ ∆r, ar(x′r) < xrN < ar(x′r) + β}
V −
r = {(x′r, xrN );x′r ∈ ∆r, ar(x′r)− β < xrN < ar(x′r)} ,

then Tr(V +r ) ⊂ Ω and Tr(V −
r ) ⊂ R

N \ Ω.
If in addition ar ∈ Ck,µ(∆r)1, r = 1, 2, . . .M , then we say that Ω ∈ Ck,µ,

k ≥ 0, µ ∈ (0; 1].
For Ω an exterior domain we say that Ω ∈ Ck,µ if the domain intO ∈ Ck,µ.

1see below for the definition of Hölder–continuous functions

251
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By u(x) we denote a scalar–valued function from Ω to R. Vector– and
tensor–valued functions are printed boldfaced, i.e.

v(x) = (v1(x), . . . , vk(x)) .

We also use the summation convention i.e. we sum up over twice repeated
indices, from 1 to N . For example, the divergence of a vector field v will be
written as

∇ · v = ∂vi
∂xi
=

N∑

i=1

∂vi
∂xi

,

while for the tensor field

∇ ·T =
{∂Tij
∂xj

}N
i=1

.

Next, for ϕ a scalar field

∇ϕ =
( ∂ϕ
∂x1

, . . . ,
∂ϕ

∂xN

)
,

while for a vector field

∇v =
{ ∂vi
∂xj

}
i = 1, . . . , k, j = 1, . . . , N .

The curl of v will be denoted by

curlv = ∇× v .
By u · v we understand the usual scalar product of two vector fields, while

∇u : ∇v = ∂ui
∂xj

∂vi
∂xj

denotes the scalar product of two tensor valued functions. Moreover,

∂

∂yi
f(x− y) = ∂

∂zj
f(z)

∣∣∣∣
z=x−y

∂zj
∂yi
= − ∂

∂zi
f(z)

∣∣∣∣
z=x−y

.

We recall one useful inequality

Lemma 1.1 (Young)
There exists C = C(ε, p) such that for any p ∈ (1;∞), any a, b ∈ R

+ and any
ε > 0

ab ≤ εap + Cbp
′

with 1p +
1
p′ = 1.

and the classical Lax–Milgram theorem on the existence of solutions to an
abstract problem

Theorem 1.1 Let a(u, v) be a bilinear, continuous and V –elliptic form on a
Hilbert space V. Let f ∈ V ∗, the dual space to V . Then there exists exactly one
solution u ∈ V to the problem

a(u, v) = 〈f, v〉 ∀v ∈ V .

Proof: See e.g. [Ne].

2
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VIII.1.1 Continuous and continuously differentiable functions.

Hölder–continuous functions

Let Ω be as above. Then we denote

C0(Ω) = C(Ω) = {u : Ω 7→ R;u is continuous on Ω}
C0(Ω) = C(Ω) = {u ∈ C(Ω);u is bounded and uniformly

continuous on Ω}
Ck(Ω) = {u ∈ C(Ω);Dαu ∈ C(Ω)∀|α| ≤ k} , k ∈ N

Ck(Ω) = {u ∈ Ck(Ω);Dαu ∈ C(Ω)∀|α| ≤ k} , k ∈ N

C∞(Ω) =
⋂

k∈N0

Ck(Ω)

C∞(Ω) =
⋂

k∈N0

Ck(Ω) .

(1.4)

All derivatives are understood in the classical sense. Let us recall that u ∈ C(Ω)
if and only if there exists a uniquely determined continuous extension of u up
to the boundary.
We denote for k ∈ N0 and u ∈ Ck(Ω)

‖u‖Ck(Ω) ≡
∑

|α|≤k
‖Dαu‖C0(Ω) , (1.5)

where ‖u‖C0(Ω) ≡ supx∈Ω |u(x)|. Then Ck(Ω) becomes a Banach space with the
norm ‖ · ‖Ck(Ω).
Let

suppu = {x ∈ Ω;u(x) 6= 0} . (1.6)

Then
Ck0 (Ω) = {u ∈ Ck(Ω); suppu ⊂ ΩR} (1.7)

for some R sufficiently large. For Ω bounded (1.7) means that suppu ⊂ Ω.
Moreover, if Ω is an exterior domain, we denote

Ck0 (Ω) = {u ∈ Ck(Ω); suppu ⊂ ΩR} (1.8)

for some R > diamΩc and some k ∈ N0 or k =∞.
For u ∈ Ck(Ω) we take

Hα,µ(u) = sup
x6=y
x,y∈Ω

|Dαu(x)−Dαu(y)|
|x− y|µ , (1.9)

|α| ≤ k, µ ∈ (0; 1]. Then Ck,µ(Ω) denotes the set of all functions from Ck(Ω)
such that ∑

|α|=k
Hα,µ(u) <∞ .

The space Ck,µ(Ω) is a Banach space equipped with the norm

‖u‖Ck,µ(Ω) =
∑

|α|=k
Hα,µ(u) + ‖u‖Ck(Ω) . (1.10)
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Remark 1.1 If k = 0 and µ ∈ (0; 1), we usually call the functions from C0,µ(Ω)
Hölder–continuous, while for µ = 1 Lipschitz–continuous. See e.g. [KuFuJo] for
more details.

Let us furthermore note that we shall not distinguish between Ck(Ω) and
Ck(Ω)N . It means that we shall write

u ∈ Ck(Ω) ,

which means that ui ∈ Ck(Ω) for i = 1, 2, . . . , N . The same holds also for other
spaces defined above and below.

VIII.1.2 Lebesgue spaces

Throughout the whole thesis, all integrals are understood in the Lebesgue sense.
Let 1 ≤ q <∞. Then

Lq(Ω) = {u measurable;
∫

Ω
|u(x)|qdx <∞} . (1.11)

The standard assumption u = v ⇐⇒ u(x) = v(x) a.e. in Ω yields us a
Banach space (if q = 2 a Hilbert space) equipped with the norm

‖u‖q,Ω =
( ∫

Ω
|u(x)|qdx

) 1
q . (1.12)

If no misunderstanding can appear, we skip Ω in the norm. For q = ∞ we
denote

L∞(Ω) = {u measurable ; |u(x)| ≤ K a.e. in Ω} (1.13)

and
‖u‖∞,Ω = ess sup

x∈Ω
|u(x)| = inf

E⊂Ω
|E|=0

sup
x∈Ω\E

|u(x)| =

= inf
α∈R

{|u(x)| ≤ α a.e. in Ω} .
(1.14)

We have the following classical result

Lemma 1.2 (Hölder’s inequality)
Let u ∈ Lq(Ω), v ∈ Lq

′
(Ω), 1q +

1
q′ = 1 (q

′ = 1 if q =∞). Then uv ∈ L1(Ω) and

‖uv‖1 ≤ ‖u‖q‖v‖q′ . (1.15)

Using the preceding lemma we can easily demonstrate

Lemma 1.3 (Interpolation in q)
Let u ∈ Lp(Ω) ∩ Lq(Ω), 1 ≤ p < q ≤ ∞. Then u ∈ Lr(Ω) for all r ∈ [p; q] and

‖u‖r ≤ ‖u‖αp ‖u‖1−αq (1.16)

with 1r =
α
p +

1−α
q .
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Let us moreover recall that for 1 ≤ q <∞

Lq(Ω) = C∞
0 (Ω)

‖ · ‖q,Ω

and therefore Lq(Ω) is separable for 1 ≤ q < ∞. Moreover, using the following
lemma which characterizes linear continuous functionals on the Lebesgue spaces
we may easily show that Lq(Ω) is reflexive for 1 < q <∞.

Lemma 1.4 (Riesz)
Let F ∈ (Lq(Ω))∗, 1 ≤ q < ∞. Then there exists exactly one f ∈ Lq

′
(Ω),

1
q +

1
q′ = 1 such that for all g ∈ Lq(Ω)

〈F, g〉 =
∫

Ω
fgdx .

Moreover
‖F‖(Lq(Ω))∗ = ‖f‖q′ .

Proof: See e.g. [KuFuJo].

2

We denote

Lqloc(Ω) = {u; u ∈ Lq(K) ∀K ⊂ Ω,K compact} . (1.17)

Especially for Ω exterior domain

Lqloc(Ω) = {u; u ∈ Lq(ΩR) ∀R > diamΩc} . (1.18)

Finally, let g be a measurable non–negative function on Ω. We say that u
belongs to the weighted Lq–space (u ∈ Lq(g)(Ω)) if

∫

Ω
|u(x)|qg(x)dx <∞ .

We denote by

‖u‖q,(g),Ω =
( ∫

Ω
|u(x)|qg(x)dx

) 1
q (1.19)

and by

Lq(g)(Ω) = C∞
0 (Ω)

‖ · ‖q,(g),Ω . (1.20)

VIII.1.3 Sobolev spaces

By W k,p(Ω) we understand the set of all functions from Lp(Ω) such that all
distributional derivatives2 up to the order k belong to Lp(Ω), 1 ≤ p ≤ ∞. As
usually, putting

u = v ⇐⇒ u(x) = v(x) a.e. in Ω

2see Section VIII.4
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we get a Banach space (for p = 2 a Hilbert space) equipped with the norm

‖u‖k,q,Ω =
( ∑

|α|≤k
‖Dαu‖qq

) 1
q . (1.21)

The spaces W k,p(Ω) are separable for k ≥ 0, p ∈ [1;∞) and reflexive for
k ≥ 0, p ∈ (1;∞). We have
Lemma 1.5 Let Ω be a bounded domain of class C0, 1 ≤ p <∞, k ∈ N. Then

W k,p(Ω) = C∞(Ω)
‖ · ‖k,p,Ω

.

Proof: See e.g. [Ne].

2

For Ω unbounded we have

Lemma 1.6 Let Ω be an exterior domain of class C0, 1 ≤ p < ∞, k ∈ N.
Then

W k,p(Ω) = C∞
0 (Ω)

‖ · ‖k,p,Ω
.

Proof: It is an easy consequence of Lemma 1.5 and properties of the Lebesgue
integral.

2

Remark 1.2 The space W k,∞(Ω) is isometrically isomorphic with Ck−1,1(Ω).

For Ω sufficiently regular we can always extend a function from W k,p(Ω)
onto the whole R

N in such a way that it remains in the same regularity class
in R

N .

Lemma 1.7 Let Ω be bounded or exterior domain of class C0,1, 1 ≤ p ≤ ∞,
k ∈ N. Then there exists operator E from W k,p(Ω) to W k,p(RN ) such that

(i) (Eu)(x) = u(x), x ∈ Ω
(ii) ‖Eu‖k,p,RN ≤ C(k, p,Ω)‖u‖k,p,Ω

(iii) Eu has compact support in R
N if Ω is bounded

Proof: See [St].

2

Remark 1.3 The assertion of Lemma 1.7 holds true also for the spaces Ck(Ω)
or

Xp
k,s(Ω) = {u ∈ Cs(Ω);Dαu ∈ Lp(Ω), s < |α| ≤ k} ,

‖u‖Xp
k,s
= ‖u‖Cs(Ω) +

( ∑

s<|α|≤k
‖Dαu‖pp

) 1
p .

For Ω ∈ C0,1 there exists again operator E : Ck(Ω) 7→ Ck(RN ) (Xp
k,s(Ω) 7→

Xp
k,s(R

N )) such that the properties (i) and (iii) remains true and we replace the

norms in W k,p by the norms in Ck (Xp
k,s). The proof follows easily from the

proof of Lemma 1.7 presented in [St].
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The following two lemmas are fundamental in the study of imbedding from
W k,p(Ω) into Lq(Ω) and C0,µ(Ω). For the proofs see e.g. [Ev] or [KuFuJo].

Lemma 1.8 Let 1 ≤ p < N . Then there exists C = C(p,N) such that

‖u‖ Np
N−p

,RN ≤ C‖∇u‖p,RN

for all u ∈ C∞
0 (R

N ).

Lemma 1.9 Let p > N . Then there exists C = C(p,N) such that

‖u‖
C
0,1−N

p (RN )
≤ C‖u‖1,p,RN

for all u ∈ C∞
0 (R

N ).

Combining Lemmas 1.8, 1.9 together with Lemmas 1.7, 1.6, 1.5 and 1.3 we
easily obtain

Theorem 1.2 (Imbedding I)
Let Ω ∈ C0,1 be a bounded or an exterior domain. Let kp < N . Then there
exists a constant C = C(Ω, N, k, p, q) such that

‖u‖q,Ω ≤ C‖u‖k,p,Ω

for all u ∈W k,p(Ω), q ∈ [p; p∗], where p∗ = Np
N−kp ; it means that

W k,p(Ω) →֒ Lq(Ω) .

Remark 1.4 If Ω is bounded, then q ∈ [1; p∗].

Theorem 1.3 (Imbedding II)
Let Ω ∈ C0,1, p ≥ 1, kp > N . Set

µ





= k − N

p
k − N

p
< 1

< 1 if k − N

p
= 1

= 1 k − N

p
> 1 .

Then W k,p(Ω) →֒ C0,µ(Ω), i.e. there exists C = C(N, k, p,Ω) and a represen-
tative u = u a.e. in Ω such that

‖u‖C0,µ(Ω) ≤ C‖u‖k,p,Ω .

Remark 1.5 If kp = N , then it can be shown that W k,p(Ω) is not imbedded
into L∞(Ω), see e.g. [KuFuJo]. We have therefore only W k,p(Ω) →֒ Lq(Ω) for
all q ∈ [1;∞) for Ω bounded, W k,p(Ω) →֒ Lq(Ω), q ∈ [p;∞) for Ω exterior. See
e.g. [KuFuJo] for further details.
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For Ω bounded we can even show that in certain situations the imbedding
is compact.

Theorem 1.4 (Imbedding III)
Let Ω ∈ C0,1 be a bounded domain in R

N . Then we have

(i) for kp < N , W k,p(Ω) →֒→֒ Lq(Ω) for all q ∈ [1; p∗)

(ii) for kp = N , W k,p(Ω) →֒→֒ Lq(Ω) for all q ∈ [1;∞)

(iii) for kp > N , W k,p(Ω) →֒→֒ C(Ω) .

Proof: See e.g. [Ne].

2

Let Ω be a bounded or an exterior domain of class C0,1. We define3

Lq(∂Ω)=
{
u measurable on ∂Ω;

M∑

r=1

‖ru‖qq,(∆r)
=

M∑

r=1

∫

∆r

|ru(x′r)|qdx′r <∞
}
.

Then Lq(∂Ω) is a Banach space equipped with the norm4

‖u‖q,(∂Ω) =
( M∑

r=1

∫

∆r

|ru(x′r)|qdx′r
) 1

q .

We have

Theorem 1.5 (Traces I)
Let Ω ∈ C0,1 be a bounded or an exterior domain, kp < N , p ∈ [1;∞). Then
there exists operator T :W k,p(Ω) 7→ Lq(∂Ω), q ∈ [1; p#], p# = p(N−1)

N−kp such that

(i) ‖Tu‖q,(∂Ω) ≤ C(q,N,Ω, k, p)‖u‖k,p,Ω

(ii) Tu = u
/
∂Ω
for u ∈ C∞(Ω).

3see the definition of a domain with smooth boundary;

ru(x
′
r) := u(Tr(x

′
r, ar(x

′
r)))

4Let Ω ⊂ ∪M
r=1V

+
r ∪ VM+1, see the definition of a domain with smooth boundary. Then we

define

I1(u) =

M∑

r=1

∫

Λr

|ru|
qdS =

M∑

r=1

∫

∆r

|ru|
q
(
1 +

N−1∑

i−1

(
∂ar

∂xri

)2) 1
2

dx′r .

It is easily seen that thanks to the fact that |∇ar| ≤ C a.e. on ∆r

I1(u) ∼ I2(u) =

M∑

r=1

∫

∆r

|ru|
qdx′r .
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Proof: See e.g. [Ne].

2

Remark 1.6 If kp = N , then W k,p(Ω) →֒ Lq(∂Ω) for all q ∈ [1;∞); if kp > N ,
then from Theorem 1.3 W k,p(Ω) →֒ Lq(∂Ω) for all q ∈ [1;∞].

In general, it is not true that the range of T coincides with Lp
#
(∂Ω) for

kp < N . It is possible to show that the range of T is closed subset of Lp
#
(∂Ω)

and can be characterized using the spaces with non–integer derivatives.
Let s ∈ (0; 1) and q ∈ [1;∞). We put

〈〈u〉〉s,q,(∂Ω) =
∫

∂Ω

∫

∂Ω

|u(y)− u(x)|q
|y − x|N+qs−1 dSydSx (1.22)

and denote by W s,q(∂Ω) the set of all functions from the space Lq(∂Ω) such
that 〈〈u〉〉s,q,(∂Ω) <∞. We get a Banach space with the norm

‖u‖s,q,(∂Ω) = ‖u‖q,(∂Ω) + 〈〈u〉〉s,q,(∂Ω) . (1.23)

Similarly for s > 1 we define W s,q(∂Ω). Let Ω ∈ C [s],1, [s] being the inte-
ger part of s. Let ru(x′r) be as above. We denote by W

s,q(∂Ω) the set of all
measurable functions on ∂Ω such that

‖u‖s,q,(∂Ω) =
( M∑

r=1

‖ru‖qs,q,(∆r)

) 1
q <∞ ,

where

‖ru‖s,q,(∆r) =
( ∑

0≤|α|≤[s]
‖Dα

ru‖qq,(∆r)

) 1
q + 〈〈ru〉〉s,q,(∆r)

〈〈ru〉〉s,q,(∆r) =
( ∑

|α|=[s]

∫

∆r

∫

∆r

|Dα
ru(y′)−Dα

ru(x′)|q
|y′ − x′|N+q(s−[s])−1 dy

′dx′
) 1

q .

The proof of the following theorems can be found e.g. in [Ne].

Theorem 1.6 (Traces II)
Let p > 1, k ∈ N, Ω ∈ Ck−1,1 be a bounded or an exterior domain. Then there

exists a unique continuous linear mapping Tk :W k,p(Ω) 7→ ∏k−1
l=0 W

k−l− 1
p
,p(∂Ω)

such that

Tku =
(
u,
∂u

∂n
, . . . ,

∂k−1u
∂nk−1

)

for all u ∈ C∞(Ω); there exists C = C(k, p,Ω, N) such that

k−1∑

l=0

‖(Tku)l‖k−l− 1
p
,p,(∂Ω) ≤ C‖u‖k,p,Ω . (1.24)
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Remark 1.7 Evidently, (1.24) can be replaced by

k−1∑

l=0

‖(Tku)l‖k−l− 1
p
,p,(∂Ω) ≤ C(k, p, ∂Ω, V,N)‖u‖k,p,V , (1.25)

where V = ΩR with R > diamΩc for Ω exterior and V = ∪Mr=1V +r with V +r
from the definition of a domain with smooth boundary.

Theorem 1.7 (Inverse theorem on traces)
Let p > 1, k ∈ N, Ω ∈ Ck,1 be a bounded or an exterior domain. Then there

exists a continuous linear mapping Tk :
∏k−1
l=0 W

k−l− 1
p
,p(∂Ω) 7→ W k,p(Ω) such

that for each (u0, u1, . . . , uk−1) ∈
∏k−1
l=0 W

k−l− 1
p
,p(∂Ω); Tk(u0, u1, . . . , uk−1) = v

implies T
(
∂lv
∂nl

)
= ul on ∂Ω, l = 0, 1, . . . , k − 1, T defined in Theorem 1.5. It

means that there exists a constant C = C(k, p,Ω, N) such that

‖v‖k,p,Ω ≤ C
k−1∑

l=0

‖ul‖k−l− 1
p
,p,(∂Ω) . (1.26)

If Ω is an exterior domain, then v can be chosen with bounded support.

Remark 1.8 If k = 1, we can take Ω ∈ C0,1. See e.g. [Ne] or [KuFuJo].

As an easy consequence of Theorems 1.6 and 1.7 we have

Corollary 1.1 Let Ω ∈ Ck,1 be a domain in R
N . If k ≥ l and 1p ≥ 1

q − k−l
N ,

then
W

k− 1
q
,q(∂Ω) →֒W

l− 1
p
,p(∂Ω) .

Proof: Let u ∈W
k− 1

q
,q(∂Ω). Then there exists v ∈W k,q(Ω) such that Tkv =

(u, 0, . . . , 0). But W k,q(Ω) →֒ W l,p(Ω) and therefore (Tkv)0 = u ∈ W
l− 1

p
,p(∂Ω).

Inequalities (1.24) and (1.26) finishes the proof.

2

We denote by

W k,p
0 (Ω) = C

∞
0 (Ω)

‖ · ‖k,p,Ω
.

Let us note that for Ω = R
N , W k,p

0 (R
N ) =W k,p(RN ). Otherwise we have

Theorem 1.8 Let Ω ∈ Ck,1. Then

W k,p
0 (Ω) = {u ∈W k,p(Ω) ; Tu = T

∂u

∂n
= . . . =

= T
∂k−1u
∂nk−1

= 0 in the sense of traces} .

Proof: See e.g. [Ne].

2
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Remark 1.9 If k = 1, 2, then we can take Ω ∈ C0,1, for k = 3 it is enough to
have Ω ∈ C1,1; see [Ne].

Lemma 1.8 implies

Lemma 1.10 Let Ω be a domain. Then there exists C = C(N, q) such that for
all u ∈W 1,q

0 (Ω)
‖u‖ Nq

N−q
≤ C‖∇u‖q ,

1 ≤ q < N . If moreover Ω is bounded, then

‖u‖q ≤ C|Ω| 1N ‖∇u‖q
for all 1 ≤ q <∞.

Applying Theorem 1.4 (i) we can show

Theorem 1.9 (Poincaré)
Let Ω ∈ C0,1 be a bounded domain. Then there exists C = C(Ω, N, p, q) such
that ( ∫

Ω
|u−

∫

Ω
udx|qdx

) 1
q ≤ C‖∇u‖p

for all u ∈W 1,p(Ω) and q ∈ [1; NpN−p ] if p < N , q ∈ [1;∞) if p ≥ N .

Theorem 1.10 (Friedrichs)
Let Ω ∈ C0,1 be a bounded domain, Γ ⊂ ∂Ω be a part of boundary with positive
Lebesgue N −1–dimensional measure. Then there exists C = C(Ω, p,N, q) such
that

‖u‖q,Ω ≤ C(‖∇u‖p +
∫

Γ
|u|dS) ,

for all u ∈W 1,p(Ω) and q ∈ [1; NpN−p ] if p < N , q ∈ [1;∞) if p ≥ N .

Theorem 1.11 (Interpolation in s)
Let Ω ∈ C0,1 be a bounded or an exterior domain, 1 ≤ r <∞. Then

‖∇w‖r ≤ C‖w‖
1
2
r ‖w‖

1
2
2,r (1.27)

for all w ∈W 2,r(Ω). Especially, if Ω = R
N , then

‖∇w‖r ≤ C‖w‖
1
2
r ‖∇2w‖

1
2
r . (1.28)

Proof: The inequality (1.28) in case Ω = R
N is proved in [Mar]. If Ω ∈ C0,1,

we can extend the function from W 2,r(Ω) onto R
N due to Lemma 1.7. Let us

recall that
‖w‖r,RN ≤ C‖w‖r,Ω

‖∇2w‖r,RN ≤ C‖w‖2,r,Ω .
(1.29)

Then (1.27) follows easily from (1.28) and (1.29).

2

From Lemma 1.1 and Theorem 1.11 we get
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Corollary 1.2 Let w ∈W 2,r(Ω). Then for all ε > 0 there exists C(ε) such that

‖∇w‖r ≤ ε‖w‖2,r + C(ε)‖w‖r .

The following interpolation inequalities are proved in [Mar].

Theorem 1.12 Let ∇w ∈ Ls(RN ), w ∈ Lq(RN ), N ≥ 2, s ∈ [1;∞], q ≥ 1.
Then there exists C > 0 such that for a ∈ [0; 1] and s ∈ [1;N)

‖w‖r ≤
{
C‖∇w‖as‖w‖1−aq q ≤ Ns

N−s
C‖∇w‖1−as ‖w‖aq q ≥ Ns

N−s ,

r ∈
{
[q; NsN−s)

1
r = a(

1
s − 1

N ) + (1− a)1q q ≤ Ns
N−s

[ NsN−s ; q]
1
r = (1− a)(1s − 1

N ) +
a
q q ≥ Ns

N−s .

Moreover, for s ∈ [N ;∞], r ≥ q (N ≥ 1)

‖w‖r ≤ C‖∇w‖as‖w‖1−aq , a ∈ [0; 1)

and 1r = a(
1
s − 1

N ) + (1− a)1q .

Theorem 1.13 Let Ω ⊂ R
N , N ≥ 2, Ω ∈ C0,1 be an exterior domain. Let

∇w ∈ Ls(Ω), w ∈ Lq(Ω). Then there exists C = C(r, s, q, a) > 0 such that

‖w‖r ≤ C‖∇w‖as‖w‖1−aq ,

where if s ∈ [1;N), then

r ∈
{
[q; NsN−s)

1
r = a(

1
s − 1

N ) + (1− a)1q q ≤ Ns
N−s

[ NsN−s ; q]
1
r = (1− a)(1s − 1

N ) +
a
q q ≥ Ns

N−s ,

a ∈ [0; 1] and if s ∈ [N ;∞), then r ∈ [q;∞) and 1r = a(1s − 1
N ) + (1 − a)1q ,

a ∈ [0; 1).

Remark 1.10 Theorem 1.13 does not hold for r =∞. Nevertheless (see [Mar]
Remark 2.3)

‖w‖∞ ≤ C‖∇w‖as‖w‖1−aq + C(ε)‖∇w‖a−εs ‖w‖1−a+εq

for all ε ∈ (0; a].

Similarly to the Lebesgue spaces we denote

W k,p
loc = {u; u ∈W k,p(K); ∀K ⊂ Ω , K compact} .

Next we shall characterize the dual spaces toW k,p
0 (Ω); We shall denote them

by (W k,p
0 (Ω))

∗. Let us consider in (W k,p
0 (Ω))

∗ the linear subspace constituted
by functionals of the form 〈G, u〉 = (f, u) = ∫Ω fudx, f ∈ Lq

′
(Ω). We set

‖f‖−k,p′ = sup
‖u‖k,p≤1

|〈G, u〉| (1.30)

and denote by W−k,p′
0 (Ω) the space obtained by completing Lp

′
(Ω) in the norm

(1.30). Then
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Theorem 1.14 The spaces W−k,p′
0 (Ω) and (W k,p

0 (Ω))
∗, 1 < q < ∞, are alge-

braically and isometrically isomorphic.

Proof: See [Lax] or [Mir].

2

Let us finish this subsection by recalling two useful results.
Combining the imbedding and trace theorem we can prove the following

generalization of the classical Green formula (see also e.g. [Ne])

Theorem 1.15 Let Ω ∈ C0,1 be a bounded domain, u ∈W 1,p(Ω), v ∈W 1,q(Ω)
with 1p +

1
q ≤ N+1

N , for N > p ≥ 1, N > q ≥ 1, with q > 1 for p ≥ N and with
p > 1 for q ≥ N . Then

∫

Ω

∂u

∂xi
vdx =

∫

∂Ω
uvnidS −

∫

Ω
u
∂v

∂xi
dx ,

where n = (n1, . . . , nN ) is the outer normal to Ω.

Finally, the Hardy inequality is an important tool in the weighted estimates
(see [HaLiPo])

Theorem 1.16 (Hardy’s inequality)
Let f ∈ C1([0;∞)). Then

∫ ∞

0
|f(t)|ptε−pdt ≤

( p

|ε− p+ 1|
)p ∫ ∞

0
|f ′(t)|ptεdt ,

which holds for ε > p− 1 if f(∞) = 0, for ε < p− 1 if f(0) = 0.

VIII.1.4 Homogeneous Sobolev spaces

In exterior domains we often meet situations when the classical Sobolev spaces
are not applicable. We therefore introduce the homogeneous Sobolev spaces

Dm,q(Ω) = {u ∈ L1loc(Ω);D
αu ∈ Lq(Ω), ∀|α| = m}

Dm,q
0 (Ω) = C

∞
0 (Ω)

| · |m,q,Ω
,

(1.31)

where

|u|m,q =
( ∑

|α|=m
‖Dαu‖qq

) 1
q . (1.32)

We easily have that if u ∈ Dm,q(Ω), then u ∈ Wm,q
loc (Ω) and, for Ω ∈ C0,1,

also u ∈ Wm,q
loc (Ω). Especially for Ω ∈ C0,1, bounded, the spaces Wm,q(Ω) and

Dm,q(Ω) coincides.
Assuming u1 = u2 whenever |u1 − u2|m,q = 0 we get5

5it means that u1 = u2 whenever they differ by a polynomial of degree m − 1 a.e. in Ω
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Lemma 1.11 {Dm,q(Ω); | · |m,q} and {Dm,q
0 (Ω); | · |m,q} are Banach spaces

which are separable for 1 ≤ q <∞ and reflexive for 1 < q <∞.

Proof: See e.g. [Ga1].

2

Next we shall study the asymptotic structure of functions from D1,q(Ω) with
Ω an exterior domain. By

∫
SN

f(R,ω)dω we understand surface integral over
the unit sphere SN .

Lemma 1.12 Let Ω ⊂ R
N , N ≥ 2, be an exterior locally lipschitzian domain

and let u ∈ D1,q(Ω). Let 1 ≤ q < N . Then there exists a unique u∗ ∈ Lq(SN )
such that

lim
R→∞

∫

SN

|u(R,ω)− u∗(R,ω)|qdω = 0 .

Moreover, for

u0 = (NωN )
−1
∫

SN

u∗(R,ω)dω , w = u− u0 ωN = |SN |N−1

we have for all R > diamΩc

∫

SN

|w(R,ω)|qdω ≤ C(q,N)Rq−N
∫

ΩR
|∇u|qdx

and w ∈ Ls(Ω), s = Nq
N−q ,

‖w‖s ≤ C(q,N)|w|1,q .

If q ≥ N , then
∫

SN

|u(R,ω)|qdω = h(R)o(1) as R→ ∞ ,

where h(R) = (lnR)N−1 if q = N , while h(R) = Rq−N if q > N .

Proof: See [Ga1].

2

Next we have

Theorem 1.17 Let Ω ⊂ R
N be an exterior domain and let

u ∈ D1,r(Ω) ∩D1,q(Ω) , 1 ≤ r <∞ , N < q <∞ .

If r < N , then there exists u0 ∈ R such that

lim
|x|→∞

|u(x)− u0| = 0
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uniformly; if r = N

lim
|x|→∞

|u(x)|
(ln |x|)N−1

N

= 0

uniformly. Finally, if

u ∈ D1,q(Ω) , N < q <∞ ,

it holds that

lim
|x|→∞

|u(x)|
|x|

q−N
q

= 0

uniformly.

Proof: See [Ga1].

2

Remark 1.11 The condition u ∈ D1,r(Ω), 1 ≤ r < N can be replaced by
u− u0 ∈ Lq(Ω) for some q ∈ [1;∞).

Now, let us study the question of approximation of functions from D1,q(Ω)
by functions from C∞

0 (Ω). We want to give the conditions, under which the
space C∞

o (Ω) is dense in D
1,q, i.e.

∀u ∈ D1,q(Ω)∃un ∈ C∞
0 (Ω) |un − u|1,q → 0 for n→ ∞ . (1.33)

Lemma 1.13 Let Ω ∈ C0,1 be an exterior domain. Then the condition (1.33)
holds for q ≥ N . For 1 ≤ q < N the condition (1.33) holds if and only if the
constant u0 from Lemma 1.12 is zero. Moreover, for 1 ≤ q < N , u ∈ D1,q0 (Ω) if
and only if the trace6 Tu = 0 and u0 = 0, while for q ≥ N u ∈ D1,q0 (Ω) if and
only if the trace Tu = 0.

Proof: See [Ga1].

2

Let 1 < q <∞. By (D1,q0 (Ω))∗ we denote the dual space toD1,q0 (Ω) (Ω ⊂ R
N ,

either an exterior domain or R
N ). We consider the functional

〈G, u〉 = (f, u) =
∫

Ω
fudx , (1.34)

f ∈ C0(Ω), Ω exterior domain. We have by Lemma 1.10

|〈G, u〉| ≤ C‖f‖q′ |u|1,q

and so we set
|G|−1,q′ = sup

|u|1,q=1
|〈G, u〉|

6see Theorem 1.5



266 M. Pokorný: Asymptotic behaviour . . .

and by D−1,q′
0 (Ω) we denote the completition of C0(Ω) in this norm. We can

show for 1 < q <∞ (see [Lax]) that D−1,q′
0 (Ω) and (D1,q0 (Ω))

∗ are isometrically
and topologically isomorphic.
In the case of Ω = R

N we have for q < N

|〈G, u〉| ≤ ‖f‖ Nq′

N+q′
|u| Nq

N−q
≤ C‖f‖ Nq′

N+q′
|u|1,q

and we proceed as above. If q ≥ N the elements of D1,q0 (R
N ) are equivalent

classes determined by functions that may differ by constants. Therefore the
functions f must satisfy ∫

R
N
fdx = 0 .

Then (supp f ⊂ BR for some R > 0)

|〈G, u〉| =
∣∣∣
∫

BR

fudx
∣∣∣ =

∣∣∣
∫

BR

f(u+ C)dx
∣∣∣ ≤ ‖f‖q′,BR

‖u+ C‖q,BR
.

Choosing C in such a way that
∫

BR

(u+ C)dx = 0 ,

we can apply the Poincaré inequality (see Theorem 1.9) to obtain

|〈G, u〉| ≤ C‖f‖q′,RN ‖u‖1,q,BR
≤ C‖f‖q′,RN ‖u‖1,q,RN .

We have

Theorem 1.18 Let Ω ⊆ R
N be either an exterior, locally lipschitzian do-

main or the whole R
N . Then, functionals of the form (1.34) are bounded in

(D1,q0 (Ω))
∗, 1 ≤ q < ∞ with f ∈ C0(Ω) and

∫
Ω fdx = 0 if Ω = R

N and q ≥ N .

Moreover, if 1 < q < ∞, then their completition D−1,q′
0 (Ω) is isometrically

isomorphic to (D1,q0 (Ω))
∗.

VIII.1.5 Bochner spaces. Abstract continuous functions

Let X be a Banach space. We say that u : I 7→ X, strongly measurable function,
belongs to Lp(I;X) if ∫

I
‖u(τ)‖pXdτ <∞ ;

here I ⊂ R
m. We usually assume I ⊂ R as such spaces play an important role in

the evolutionary equations. Moreover, we say that u ∈ C(I;X) if for all t0 ∈ I

lim
t→t0

‖u(t)− u(t0)‖X = 0 .

Again, we shall use such spaces for I ⊂ R. We have in particular

Theorem 1.19 Let I be a compact interval, p ∈ (1;∞), k ≥ 0. Then

(i) the space C∞
0 (I × R

N ) is dense in Lp(I;W k,p(RN ))
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(ii) the space C∞(I;C∞
0 (R

N )) is dense in C(I;W k,p(RN )) .

Proof: See [Lio] or [KuFuJo], where also more detailed description of such
spaces can be found.

2

In Chapter VII we also need

Theorem 1.20 (Gronwall’s inequality)
Let I ⊂ R be an interval, η ∈ R, s ∈ I, ̺, ξ : I 7→ R. Let ̺ be a integrable
function, ̺(t) ≥ 0, ξ(t) ≥ 0 for t ∈ I, η ≥ 0. Let

ξ(t) ≤ η +
∫ t

s
̺(σ)ξ(σ)dσ

for all t ∈ I. Then

ξ(t) ≤ η exp
( ∫ t

s
̺(σ)dσ

)

for t ∈ I.

Proof: See e.g. [Ku].

2

Let u ∈ Lp(0, T ;X). Then g ∈ Lp(0, T ;X) is the weak derivative of u,

u′ = v ,

provided
∫ T
0 ϕ

′(t)u(t)dt = − ∫ T0 ϕ(t)u(t)dt for all functions ϕ ∈ C∞
0 (0;T ). We

have

Theorem 1.21 Suppose u ∈ L2(0, T ;W 1,2(RN )), with the time derivative u′ ∈
L2(0, T ;W−1,2(RN )).

(i) Then
u ∈ C([0;T ];L2(RN ))

(after possible being redefined on a set of measure zero).

(ii) The mapping
t 7→ ‖u(t)‖22

is absolutely continuous, with

d

dt
‖u(t)‖22 = 2〈u′(t), u(t)〉

for a.e. t ∈ (0;T ).

Proof: See e.g. [Ev]. More general version of such a result can be found e.g.
in [GaGrZa].

2
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VIII.2 Some remarks on integral operators. Cut–off functions

A general integral operator T with kernel K̃ can be written in the form

(Tf)(x) =
∫

Ω
K̃(x,y)f(y)dy , (2.1)

Ω ⊆ R
N . We shall study such integral operators only in the case when (2.1)

represents convolutions, it means that K̃(x,y) = K(x − y). Two important
situations will be considered: either K(·) is locally integrable function, or K(·)
has a special form and the convolution (2.1) must be studied in the principal
value sense.
Let us start with the former. First, we can without loss of generality take

Ω = R
N .7 We have

Theorem 2.1 (Young)
Let K ∈ Ls(RN ), 1 ≤ s ≤ ∞. If f ∈ Lq(RN ), 1 ≤ q ≤ ∞, 1q ≥ 1 − 1

s , then

K ∗ f ∈ Lr(RN ), 1r =
1
s +

1
q − 1 and

‖K ∗ f‖r ≤ ‖K‖s‖f‖q . (2.2)

The Young inequality (2.2) can be e.g. proved using the Riesz–Thorin in-
terpolation theorem which will be also needed in Section VIII.4. For the proof
see e.g. [BeLo] or [StWe].

Theorem 2.2 (Riesz–Thorin)
Let T be an operator such that for some (pi, qi), i = 1, 2, q1 ≤ q2,

‖Tf‖pi ≤ Ci‖f‖qi (2.3)

for all f from some dense subset of Lqi(RN )8. Then T can be continuously
extended onto all Lq(RN ), q ∈ [q1; q2] and

‖Tf‖p ≤ Ct1C
1−t
2 ‖f‖q , (2.4)

where 1p =
t
p1
+ 1−tp2 ,

1
q =

t
q1
+ 1−tq2 , t ∈ [0; 1].

Proof of Theorem 2.1: We have evidently

‖K ∗ f‖∞ ≤ ‖K‖s‖f‖s′
‖K ∗ f‖s ≤ ‖K‖s‖f‖1 .

Therefore
‖K ∗ f‖r ≤ ‖K‖s‖f‖q ,

where
1

r
=
1− t

s

1

q
=

t

s′
+
1− t

1
,

7Otherwise, we can extend K and f by zero outside of Ω.
8e.g. from C∞

0 (R
N ) if qi ∈ [1;∞), or it contains all characteristic functions of all Lebesgue

measurable sets with finite measure if qi =∞
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i.e.
1

q
= 1 +

1

r
− 1
s
.

The condition t ∈ [0; 1] yields 1q ≥ 1− 1
s .

2

Next, let

K(x− y) = k(x− y)
|x− y|λ , (2.5)

where k(·) is a given regular function. We have for 0 < λ < N

Theorem 2.3 Let f ∈ Lq(RN ), 1 < q < ∞ and K be of the type (2.5) with
λ > N(1 − 1

q ), 0 < λ < N . Then the integral transform defined in (2.1) with

Ω = R
N belongs to Ls(RN ), where 1s =

λ
N +

1
q − 1. Moreover

‖Tf‖s ≤ C‖f‖q (2.6)

with C = C(q,N, λ).

Proof: See e.g. [St].

2

In the case of Ω bounded we get a stronger result

Theorem 2.4 Let Ω be bounded, K of the type (2.5) and f ∈ Lq(Ω), 1 < q <
∞. Then for λ < N(1 − 1

q ) the integral transform (2.1) belongs to C
0,µ(Ω),

where µ = min{1, N(1− 1
q )− λ} and

‖Tf‖C0,µ ≤ C1‖f‖q

with C1 = C1(diamΩ, N, q, λ). Moreover, if λ = N(1− 1q ), then Tf ∈ Lr(Ω) for
all r ∈ [1;∞) and

‖Tf‖r ≤ C2‖f‖q
with C2 = C2(diamΩ, N, q, λ).

Proof: See e.g. [Ga1].

2

Another important case, if λ = N , was discussed in subsection II.3.2, where
also another types of singular integral operators are studied (using the Fourier
transform). Let us only recall that we must add some assumptions on k(·) and
the integral transform (2.1) has to be considered in the principal value sense,
i.e.

(Tf)(x) = v.p.
∫

R
N
K(x− y)f(y)dy = lim

ε→0+

∫

Bε(x)
K(x− y)f(y)dy .
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Next we study the so–called cut–off functions. Let η(z) ∈ C∞
0 (R) be such

that
supp η ⊂ B2(0) , η(z) = 1 in B1(0) , η(z) ≤ 1 in R .

We shall study two kinds of cut–off functions. We put

ηR(x) = η(R|x|) , R > 0

ζR(x) = η
( ln ln |x|
ln lnR

)
, R > e ,

(2.7)

where we define η(−r) = 1 for r ≥ 0. We call the function ηR the usual cut–off
function and ζR the Sobolev cut–off function.
We shall often use the following property of the cut–off functions

Lemma 2.1 Let u ∈ Lqloc(Ω), ∇u ∈ Lq(Ω) and u0 be defined in Lemma 1.12.
Let Ω be an exterior domain or Ω = R

N .

(i) If 1 ≤ q < N , then

‖(u− u0)∇ηR‖q → 0 as R→ ∞ . (2.8)

(ii) If q > N , then
‖u∇ηR‖q → 0 as R→ ∞ . (2.9)

Proof: Let us start with the case (i). We have for R > diamΩc due to
Lemma 1.12

∫

R
N
|(u− u0)∇ηR|qdx ≤ C

Rq

∫ 2R

R
rN−1

( ∫

SN

|u− u0|qdω
)
dr ≤

≤ C

Rq

∫ 2R

R
rq−1

( ∫

Br
|∇u|qdx

)
dr ≤ C

Rq

∫ 2R

R
rq−1dr‖∇u‖q

q,BR

≤ C‖∇u‖q,BR → 0

as R→ ∞. Next, let q > N . Again, applying Lemma 1.12

∫

R
N
|u∇ηR|qdx ≤ C

Rq

∫ 2R

R
rN−1

( ∫

SN

|u|qdω
)
dr ≤

≤ o(1)

Rq

∫ 2R

R
rq−1dr ≤ o(1)

as R→ ∞.

2

Remark 2.1 If q = N , then

∫

R
N
|u∇ηR|Ndx ≤ o(1)

C

RN

∫ 2R

R
rN−1(ln r)N−1dr

and we cannot control the integral for R→ ∞.

Lemma 2.2 Let u ∈ Lqloc(Ω), ∇u ∈ Lq(Ω) and u0 be defined as in Lemma
1.12. Let Ω be an exterior domain or Ω = R

N .
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(i) If 1 ≤ q < N , then

‖(u− u0)∇ζR‖q → 0 as R→ ∞ . (2.10)

(ii) If q ≥ N , then
‖u∇ζR‖q → 0 as R→ ∞ . (2.11)

Proof: We have

∇kζR ≤ C

ln lnR

1

|x|k ln |x|
for |x| and R sufficiently large, k ≥ 1. Let us first consider the case (i). We have
for R > diamΩc due to Lemma 1.12

∫

R
N
|(u− u0)∇ζR|qdx ≤ C

(ln lnR)q

∫ eln2 R

R
rN−q−1(ln r)−q·

·
( ∫

SN

|u− u0|qdω
)
dr ≤ C

(ln lnR)q

∫ eln2 R

R
r−1(ln r)−q

( ∫

Br
|∇u|qdx

)
dr ≤

≤ C

(ln lnR)q

∫ ln2R

lnR
t−qdt‖∇u‖q

q,BR → 0

as R→ ∞. Next, let q ≥ N . Again, applying Lemma 1.12

∫

R
N
|u∇ζR|qdx ≤ C

(ln lnR)q

∫ eln2 R

R
rN−1−q(ln r)−q

( ∫

SN

|u|qdω
)
dr .

Now, if q = N ,

∫

R
N
|u∇ζR|qdx ≤ o(1)

(ln lnR)N

∫ eln2 R

R
(ln r)−1r−1dr ≤

≤ o(1)

(ln lnR)N−1 → 0

as R→ ∞. If q > N , then

∫

R
N
|u∇ζR|qdx ≤ o(1)

(ln lnR)q

∫ eln2 R

R
(ln r)−qr−1dr ≤

≤ o(1)

(ln lnR)q−1

∫ ln2R

lnR

1

tq
→ 0

as R→ ∞ (q > N ≥ 2).
2

VIII.3 The problem ∇ · v = f .

Function spaces of hydrodynamics

Before defining the special function spaces with zero divergence, we start with
an auxiliary problem. Let Ω ⊂ R

N be a bounded domain, N ≥ 2. Let f ∈ Lq(Ω)
be given. We search a vector field v : Ω 7→ R

N such that

∇ · v = f in Ω

v ∈W 1,q
0 (Ω)

|v|1,q ≤ C‖f‖q ,
(3.1)
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where C = C(N, q,Ω).
Evidently, the right hand side f must undergo a certain compatibility con-

dition. Namely, ∫

Ω
fdx = 0 . (3.2)

Since Ω is bounded, we have (see Lemma 1.10) that (3.1)3 is equivalent with

‖v‖1,q ≤ C‖f‖q . (3.3)

Solution to (3.1) is evidently non–unique.

Theorem 3.1 Let Ω be a bounded domain9 in R
N of class C0,1. Then, given

f ∈ Lq(Ω), 1 < q <∞, there exists solution to the problem (3.1). Furthermore,
if Ω = BR(0)10, the constant C in (3.1)3 can be taken independently of the size
of Ω.

Proof: See [Bog] or [Ga1].

2

Concerning the regularity of solution we have

Theorem 3.2 Let Ω ∈ C0,1 be a bounded domain in R
N , N ≥ 2. Given

f ∈Wm,q
0 (Ω) , m ≥ 0 , 1 < q <∞ ,

satisfying (3.2), there exists v ∈Wm+1,q
0 (Ω) verifying (3.1) and

‖∇v‖m,q ≤ C‖f‖m,q , (3.4)

where the constant C behaves like the constant in Theorem 3.1. Moreover, if
f has compact support in Ω, then v can be taken also with compact support.
Especially, if f ∈ C∞

0 (Ω), then v ∈ C∞
0 (Ω).

Proof: See [Bog] or [Ga1].

2

Remark 3.1 If f ∈ Wm,q
0 (Ω) ∩ Wm,r

0 (Ω), 1 < q, r < ∞, m ≥ 0, satisfying
(3.2), then the solution v ∈Wm+1,q

0 (Ω) ∩Wm+1,r
0 (Ω) and

‖∇v‖m,q ≤ C‖f‖m,q
‖∇v‖m,r ≤ C‖f‖m,r .

(3.5)

9The condition can be further weaken; it is enough to take Ω satisfying the cone condition,
see e.g. [Bog].
10The precise estimate for Ω general is given in [Ga1] or [Bog]; we need such estimate only
for Ω a ball.
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Lemma 3.1 Let us consider a generalization to (3.1), namely

∇ · v = f in Ω
v ∈W 1,q(Ω)

v = a at ∂Ω ,

(3.6)

Ω ∈ C0,1, f ∈ Lq(Ω), a ∈W
1− 1

q
,q(∂Ω), 1 < q <∞ satisfying

∫

Ω
fdx =

∫

∂Ω
a · ndS .

Then there exists at least one solution to the problem (3.6) such that

‖v‖1,q ≤ C(‖f‖q + ‖a‖1− 1
q
,q,(∂Ω)) . (3.7)

Proof: Let us denote by A an extension of a onto Ω due to Theorem 1.7.
Denote by u solution to

∇ · u = f −∇ ·A
u ∈W 1,q

0 (Ω) .
(3.8)

Due to Theorem 3.1 there exists solution to (3.8) such that

‖u‖1,q ≤ C(‖f‖q + ‖∇ ·A‖q)
and as

v = u+A

‖A‖1,q ≤ C‖a‖1− 1
q
,q,(∂Ω) ,

the proof is complete.

2

For Ω exterior domain we can skip the condition (3.2). Namely, considering
the problem

∇ · v = f in Ω

v ∈ D1,q0 (Ω)

|v|1,q ≤ C‖f‖q ,
(3.9)

we have

Theorem 3.3 Let Ω ⊂ R
N , N ≥ 2 be a C0,1–exterior domain. Then for any

f ∈ Lq(Ω), 1 < q <∞, there exists a solution to the problem (3.9).

Proof: See [Bog] or [Ga1].

2

Remark 3.2 Let us only note that for f ∈ C∞
0 (Ω) we have

v = ∇ψ +w ,
where ∆ψ = f in R

N andw has bounded support. Therefore even for such f the
solution does not have bounded support and behaves at infinity like ∇(E ∗ f),
E being the fundamental solution to the Laplace equation.
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Remark 3.3 Analogously to the case Ω bounded we have that for f ∈ Lq(Ω)∩
Lr(Ω) the solution to (3.9) belongs to D1,q0 (Ω) ∩D1,r0 (Ω) and

|v|1,q ≤ C‖f‖q |v|1,r ≤ C‖f‖r . (3.10)

Studying the problem

∇ · v = f in Ω
v ∈ D1,q(Ω)

v = a at ∂Ω

|v|1,q ≤ C(‖f‖q + ‖a‖1− 1
q
,q,(∂Ω))

(3.11)

we can verify that there exists solution to (3.11) such that the constant C =
C(N, q,Ω) in (3.11)4. Let us note that the condition

∫
Ω fdx =

∫
∂Ω a ·ndS is no

more required. If f ≡ 0 and ∫∂Ω a · ndS = 0, then the solution to (3.11) can be
taken with bounded support.

In the theory of incompressible fluids the spaces with zero divergence have
a great importance. We denote by

0D(Ω) = {u ∈ C∞
0 (Ω);∇ · u = 0 in Ω} (3.12)

and
Ĥ1q (Ω) = {u ∈W 1,q

0 (Ω);∇ · u = 0 in Ω} (3.13)

H1q (Ω) = {0D(Ω)}
‖ · ‖1,q (3.14)

D̂1,q0 (Ω) = {u ∈ D1,q0 (Ω);∇ · u = 0 in Ω} (3.15)

D1,q0 (Ω) = {0D(Ω)}
| · |1,q

. (3.16)

We shall show that for Ω bounded or exterior domain with sufficiently smooth
boundary, namely Ω ∈ C0,1, the spaces defined by closure coincides with the
spaces Ĥ1q (Ω) and D̂1,q0 , respectively. See also [Ga1] or [LaSo].
Let us start with Ω bounded. We have

Theorem 3.4 Let Ω ∈ C0,1 be a bounded domain11 in R
N , N ≥ 2, 1 ≤ q <∞.

Then
Ĥ1q (Ω) = H

1
q (Ω)

D̂1,q0 = D1,q0 (Ω) .

Proof: As for Ω bounded D1,q0 (Ω) = H1q (Ω) and D̂1,q0 (Ω) = Ĥ1q (Ω), it is
enough to proof the result for H1q (Ω).

Evidently, H1q (Ω) ⊂ Ĥ1q (Ω). Now, let u ∈ Ĥ1q (Ω) and uk be the approxima-
tive sequence of u from C∞

0 (Ω) in W
1,q(Ω), 1 < q < ∞. Let fk = −∇ · uk. As∫

Ω fkdx = 0 and fk ∈ C∞
0 (Ω), there exists vk ∈ C∞

0 (Ω) such that

∇ · vk = fk
‖vk‖1,q ≤ C‖fk‖q = C‖∇ · uk‖q

11The condition can be further weaken, e.g. Ω satisfying the cone condition.
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(see Theorem 3.2). Denoting wk = uk + vk, then easily ∇ ·wk = 0 in Ω, and

‖wk − u‖1,q ≤ ‖uk − u‖1,q + ‖vk‖1,q ≤
≤ ‖uk − u‖1,q + C‖∇ · uk‖q → 0 .

We have therefore constructed an approximative sequence of u from 0D(Ω) and
the proof is complete for 1 < q <∞.
Now, let q = 1. It is sufficient to show that each continuous functional F

defined in Ĥ11 (Ω), vanishing in H
1
1 (Ω), is identically zero. But since H

1
q (Ω) ⊂

H11 (Ω) and Ĥ
1
q (Ω) = H

1
q (Ω) for q > 1, we have that F ∈ S, where

S = {G ∈ (Ĥ1q (Ω))∗; 〈G,v〉 = 0 for all v ∈ H1q (Ω)}

and hence F = 0.

2

In the case of Ω exterior we must restrict ourselves on q ∈ (1;∞). We have
again

Theorem 3.5 Let Ω ∈ C0,1 be an exterior domain in R
N , N ≥ 2, 1 < q <∞.

Then
Ĥ1q (Ω) = H

1
q (Ω)

D̂1,q0 = D1,q0 (Ω) .

Proof: We again show the assertion only for H1q (Ω); the case D1,q0 (Ω) can
be treated analogously and is even easier. As above, it is enough to verify that
Ĥ1q (Ω) ⊂ H1q (Ω), the opposite inclusion being trivial.
Let ψ ∈ C1(R) with ψ(ξξ) = 1 if |ξξ| ≤ 1 and ψ(ξξ) = 0 if |ξξ| ≥ 2. We set

ψR(x) = ψ
( |x|
R

)
, R > diamΩc .

Let v ∈ Ĥ1q (Ω) and w
(R) be solution to

∇ ·w(R) = −v · ∇ψR in ΩR2R

w(R) ∈W 1,q
0 (Ω

R
2R)

|w(R)|1,q,ΩR
2R

≤ C1‖v · ∇ψR‖q,ΩR
2R
.

(3.17)

Evidently, ∫

ΩR
2R

v · ∇ψRdx =
∫

∂BR
v · ndS = 0

and thus there exists a solution to (3.17). Moreover, by Lemma 1.10

‖w(R)‖q,ΩR
2R

≤ cR|w(R)|1,q,ΩR
2R

≤
≤ c1R‖v · ∇ψR‖q,ΩR

2R
≤ C2‖v‖q,ΩR

2R
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as |∇ψR| ≤ C
R . Both C1 and C2 are independent of R. We extend the function

w(R) by zero outside of ΩR2R and denote

v(R) = ψRv +w
(R) .

As v(R) ∈ Ĥ1q (Ω2R) and Ω2R ∈ C0,1, for each ε > 0 there exists vε,R ∈ 0D(Ω2R)
such that

‖v(R) − vε,R‖1,q,Ω2R < ε .

Thus
‖v − vε,R‖q,Ω ≤ ‖vε,R − v(R)‖q,Ω + ‖v − v(R)‖q,Ω ≤

≤ ε+ ‖(1− ψR)v‖q,Ω + ‖wR‖q,ΩR
2R
.

Taking R sufficiently large we get for any δ > 0

‖v − vε,R‖q,Ω < δ ,

i.e. vε,R → v in Lq(Ω). Analogously we can show

|v − vε,R|1,q,Ω → 0

as ε→ 0+, R→ ∞, which completes the proof.

2

Remark 3.4 It is an easy matter to see that Theorem 3.5 holds also for Ω =
R
N .

Theorem 3.6 Let Ω ∈ C0,1 be a domain in R
N , N ≥ 2. Assume

(i) v ∈ H1q (Ω) ∩ [ ∩ki=1 Lri(Ω)]

(ii) v ∈ D1,q0 (Ω) ∩ [ ∩ki=1 Lri(Ω)]

for some q, ri ∈ (1;∞). Then there exists a sequence vn ∈ 0D(Ω) such that

(i) limn→∞(‖vn − v‖1,q +
∑k
i=1 ‖vn − v‖ri) = 0

(ii) limn→∞(|vn − v|1,q +
∑k
i=1 ‖vn − v‖ri) = 0 .

Proof: See [Ga1].

2

Next, let us mention the Helmholtz–Weyl decomposition of Lq(Ω). Namely,
we investigate whether

Lq(Ω) = Gq(Ω)⊕Hq(Ω) , (3.18)

where
Gq(Ω) = {w ∈ Lq(Ω);w = ∇p for some p ∈W 1,q

loc (Ω)} . (3.19)

We have
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Theorem 3.7 Let Ω ⊂ R
N , N ≥ 2 be either a domain of class C2 or the whole

space. Then the Helmholtz–Weyl decomposition (3.18) holds for any q ∈ (1;∞).

Remark 3.5 If q = 2, then Theorem 3.7 remains true for Ω ⊂ R
N , any domain.

Proof: See e.g. [Ga1].

2

The space Hq(Ω) can be further characterized. Let us consider for u ∈
C∞
0 (Ω)

Fu(ω) =
∫

∂Ω
ωu · ndS , ω ∈W

1− 1
q′
,q′
(∂Ω) . (3.20)

We denote by γu·n the linear map that to each u ∈ C∞
0 (Ω) prescribes the

corresponding form Fu, i.e.
γu·n = Fu .

We then have

Lemma 3.2 Let Ω ∈ C0,1, be a domain in R
N , N ≥ 2. Then

Hq(Ω) = {u ∈ Lq(Ω);∇ · u = 0, γu·n = 0 at ∂Ω} .

Proof: See [Te].12

2

Finally, let
H̃q(Ω) = {u ∈ L1loc(Ω); ‖u‖H̃q

<∞} , (3.21)

where
‖u‖H̃q

= ‖u‖q + ‖∇ · u‖q . (3.22)

Furthermore, let

H̃0,q = {C∞
0 (Ω)}

‖ · ‖H̃q . (3.23)

Then

Lemma 3.3 Let Ω ∈ C0,1 be a domain in R
N , N ≥ 2. Then

(i) H̃q = {C∞
0 (Ω)}

‖ · ‖H̃q

(ii) H̃0,q = {u ∈ H̃q; γu·n = 0 at ∂Ω} .

Proof: See [Te].

2

12The proof in [Te] is done for q = 2. Nevertheless, we may demonstrate the general case
1 < q < ∞ in the same lines.
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Remark 3.6 Let ϕ be an extension of ω (see (3.20)) in W 1,q′(Ω). Then due to
the Green theorem (see Theorem 1.15)

|Fu(ω)| =
∣∣∣
∫

Ω
(u · ∇ϕ+ϕ∇ · u)dx

∣∣∣ ≤
≤ ‖u‖H̃q

‖ϕ‖1,q′ ≤ C‖u‖H̃q
‖ω‖1− 1

q′
,q′,(∂Ω)

for u ∈ C∞
0 (Ω). As a consequence of Lemma 3.3 (i) we have that the operator

γu·n is well defined for u ∈ H̃q(Ω) and

‖γu·n‖
W

− 1q ,q
(∂Ω)

≤ C‖u‖H̃q
.

VIII.4 Distributions. Fourier transform

We denote for Ω a domain

D(Ω) = C∞
0 (Ω) , Ω ⊆ R

N .

We say that

ϕn
D→ ϕ

if there exists Ω′ ⊂⊂ Ω (i.e. Ω′ ⊂ Ω′ ⊂ Ω) such that suppϕn ⊂ Ω′ for all n ∈ N

and
Dαϕn Dαϕ , n→ ∞ ∀α ∈ N

N . (4.1)

We say that T is a distribution on Ω (T ∈ D′(Ω)) if T is a linear continuous
operator on D(Ω), i.e. T : D(Ω) 7→ R, T is linear and

〈T, ϕk〉 → 〈T, ϕ〉 whenever ϕk
D→ ϕ .

The distribution T is called regular if there exists a function f ∈ L1loc(Ω)
such that

〈T, ϕ〉 =
∫

Ω
fϕdx

for all ϕ ∈ D(Ω). We shall denote the regular distribution represented by a
function f by Tf .
We say that Tk → T in D′(Ω) if

〈Tk, ϕ〉 → 〈T, ϕ〉 ∀ϕ ∈ D(Ω) .

It is possible to show that the space D′(Ω) is complete (see e.g. [Vl]).
A very important notion on D′(Ω) is the weak derivative. We call a functi-

onal G ∈ D′(Ω) the weak derivative of T , G = DαT , if for all ϕ ∈ D(Ω)

〈G,ϕ〉 = (−1)|α|〈T,Dαϕ〉 . (4.2)

It is an easy consequence of the definition that any distribution has deriva-
tives of all order; moreover Dα+βT = Dβ+αT for any α, β multiindices. If the
distribution Tf is regular with f ∈ Ck(Ω), then

DαTf = T ∂|α|f
∂xα
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for all |α| ≤ k.
Let T ∈ D′(Ω). We say that T has finite order, if there exist K and m

independent of Ω′ such that13

|〈T, ϕ〉| ≤ K‖ϕ‖Cm(Ω′) ∀ϕ ∈ D(Ω′) , ∀Ω′ ⊂ Ω′ ⊂ Ω . (4.3)

The smallest m satisfying (4.3) is called the order of T .
We say that T has compact support in Ω (i.e. T ∈ E ′(Ω)) if there exists a

compact set K ⊂ Ω such that

〈T, ϕ〉 = 0 ∀ϕ ∈ D(Ω \K) .

A special case of such distributions are those with support containing only one
point. We easily see that e.g. the Dirac δ–distribution is such an example. On
the other side, we have

Lemma 4.1 Let the support of T ∈ D′(Ω) contain only one point x = 0. Then
it can be uniquely written as

T (x) =
∑

|α|≤M
CαD

αδ(x) ,

where M is the order of T and Cα ∈ R.

Proof: See e.g. [Vl].

2

For more detailed description of the space D′(Ω), see e.g. [Vl]. For our
purpose we shall need rather the space of tempered distributions.
The function ϕ belongs to the Schwartz class S(RN ) = S, if ϕ ∈ C∞(RN )

and the function, together with the derivatives of all order, decays at infinity
faster than any power of |x|. It means that

Cα,β = sup
x∈R

N

|xαDβϕ(x)| <∞ ∀α, β ∈ N
N .

Evidently, D(RN ) ⊂ S(RN ).
We say that

ϕk
S→ 0 if xαDβϕk(x) 0 as k → ∞ . (4.4)

By S ′ we denote the space of linear continuous functionals on S; the space
S ′ is usually called the space of tempered distributions.
Let p ∈ N0. We put for ϕ ∈ S

‖ϕ‖Sp = sup
|α|≤p
|x|∈R

N

(1 + |x|2) p
2 |Dαϕ(x)| . (4.5)

13In general, not all distributions have finite order. Nevertheless, the relation (4.3) is satisfied
for all T ∈ D′(Ω) with K, m depending on Ω′.
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We get in such a way a countable number of norms in S. We can close the
space S in the norm Sp; denoting the closure by Sp we evidently have14

Sp+1 →֒ Sp , p ∈ N0 . (4.6)

We say that the tempered distribution T has finite order, if there exists a
constant K, independent of ϕ, such that for all ϕ ∈ S

|〈T, ϕ〉| ≤ K‖ϕ‖Sp (4.7)

for some p ∈ N0. We have

Lemma 4.2 Every element of S ′ has finite order.

Proof: See [Vl].

2

Due to Lemma 4.2, each tempered distribution can be continuously extended
onto some Sp; moreover e.g. a regular distribution15

〈T, ϕ〉 =
∫

R
N
fϕdx (4.8)

can be often extended onto much larger class of functions in dependence on the
integrability properties of f .
By analogy with D′ we can define the weak derivative on S ′; we only require

that (4.2) holds for any ϕ ∈ S.
Let a ∈ C∞(RN ) has at most polynomial behaviour at infinity including all

derivatives. We define for T ∈ S ′

aT ∈ S ′ : 〈aT, ϕ〉 = 〈T, aϕ〉 ∀ϕ ∈ S . (4.9)

As any tempered distribution has finite order, we can always extend the
class of S ′–multipliers using the right-hand side of (4.9).
We can further define another type of product. Let T (x) ∈ S ′(Rn), G(y) ∈

S ′(Rm). We define the direct product T (x)×G(y) as

〈T (x)×G(y), ϕ〉 = 〈T (x), 〈G(y), ϕ(x,y)〉〉 ∀ϕ ∈ S(Rn+m) . (4.10)

It is possible to show (see e.g. [Vl]) that T ×G ∈ S ′(Rn+m).
Another very important notion (especially in connection with the Fourier

transform, see below) is the convolution. If f , g ∈ D(RN ), then

(f ∗ g)(x) =
∫

R
N
f(x− y)g(y)dy =

∫

R
N
g(x− z)f(z)dz .

We want to extend the convolution to S ′. Let us recall that in general it is not
possible to define the convolution for any elements from S ′.

14Moreover, see e.g. [Vl], the imbedding is compact.
15Unlike the case D′, we must add some slightly restrictive assumptions on f at infinity; f
must behave like some polynomial at infinity i.e. |f(x)| ≤ C|x|s for some s ∈ R as |x| → ∞.
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Let us first take T , G ∈ D′(Rn). Let T (x) × G(y) admits the extension
〈T (x)×G(y), ϕ(x+y)〉 on functions ϕ ∈ D(Rn) in the following sense. For any
sequences ηk ∈ D(R2n) tending16 to 1 there exists

lim
k→∞

〈T (x)×G(y), ηk(x;y)ϕ(x+ y)〉

and does not depend on the sequence ηk. We call the convolution T ∗ G the
functional

〈T ∗G,ϕ〉 ≡ 〈T (x)×G(y), ϕ(x+ y)〉 =
= lim

k→∞
〈T (x)×G(y), ηk(x;y)ϕ(x+ y)〉 , ϕ ∈ D(Rn) .

(4.11)

Now, as S ′(RN ) ⊂ D′(RN ), we can define T ∗G in D′(RN ) in the same way.
The question is when T ∗G ∈ S ′(RN )17.
We have

Lemma 4.3 Let T ∈ S ′(Rn), G ∈ E ′(Rn). Then the convolution T ∗G ∈ S ′(Rn)
and

〈T ∗G,ϕ〉 = 〈T (x)×G(y), η(y)ϕ(x+ y)〉 , ∀ϕ ∈ S(Rn) ,

and η ∈ D(Rn), η = 1 in the neighborhood of suppG.

Lemma 4.4 Let T ∈ S ′(Rn), g ∈ S(Rn). Then the convolution T ∗Gg ∈ S ′(Rn)
and

〈T ∗Gg, ϕ〉 = 〈T, g ∗ ϕ(−x)〉 , ∀ϕ ∈ S(Rn)

T ∗Gg = 〈T (·), g(x− ·)〉 .

Proof: The proof of both lemmas can be found e.g. in [Vl], where also other
cases are studied when the convolution exists; either in D′ or in S ′.

2

VIII.4.1 Fourier transform

Let ϕ ∈ S. Then we define

F(ϕ)(ξξ) = (2π)−N
2

∫

R
N
ϕ(x)ei(x,ξξ)dx (4.12)

and
F−1(ϕ)(x) = (2π)−

N
2

∫

R
N
ϕ(ξξ)e−i(x,ξξ)dξξ . (4.13)

We easily check that F−1(ϕ)(x) = F(ϕ)(−x) = F(ψ)(x), where ψ(ξξ) =
ϕ(−ξξ) for all ξξ ∈ R

N .
The following properties of the Fourier transform on S are classical and can

be found e.g. in [StWe].18

16i.e. ∀K ⊂ R
2n, compact, there exists k0(K) ∈ N such that ηk(x) = 1 for all k ≥ k0,

x ∈ K, and ηk, together with all derivatives, is uniformly bounded, |D
αηk(x)| ≤ Cα, x ∈ R

2n,
k = 1, 2, . . .
17generally, of course, for any T , G ∈ D′(RN ), we cannot define T ∗ G ∈ D′(RN ), see e.g.
[Vl]
18Let us note that the authors use a slightly different definition of the Fourier transform.



282 M. Pokorný: Asymptotic behaviour . . .

Lemma 4.5 Let f , g ∈ S. Then we have

(a) F(Dαf)(ξξ) = (−iξξ)αF(f)(ξξ)

(b) DαF(f)(ξξ) = F((ix)αf)(ξξ)

(c) F and F−1 are linear isomorphisms of S onto S and for all f from S

F−1F(f) = FF−1(f) = f

(d) For all f , g ∈ S ∫

R
N
F(f)gdx =

∫

R
N
fF(g)dx

(e) Parseval equality: for all f ∈ S

‖f‖2 = ‖F(f)‖2

(f) For all f , g ∈ S
F(f ∗ g) = (2π)N

2 F(f)F(g)

(g) For all f ∈ S
‖F(f)‖∞ ≤ (2π)−N

2 ‖f‖1 .

We can now use Lemma 4.5 in order to extend the Fourier transform onto
larger spaces. First, due to (g), we easily observe that the Fourier transform as
well as its inverse can be defined on L1(RN ) by (4.12) and (4.13). We then have
(see e.g. [StWe])

Lemma 4.6 Let f ∈ L1(RN ). Then

(a) F(f) is uniformly continuous on R
N

(b) F(f) 0 as |x| → ∞

(c) if F(f) ∈ L1(RN ), then F−1F(f) = FF−1(f) = f a.e. in R
N .

Remark 4.1 Generally, f ∈ L1(RN ) does not imply F(f) ∈ L1(RN ) and
therefore F is not a linear isomorphism of L1(RN ) onto itself. Nevertheless,
some properties of the Fourier transform on S are kept also for functions from
L1(RN ); namely (d), (f) and (g). Moreover, if both sides have sense in L1(RN ),
then also (a) and (b).

We also have on both S and L1(RN )

Lemma 4.7 The Fourier transform commutes with orthogonal transformati-
ons, i.e. for T orthogonal

F(f)(Tξξ) = F(f(T ))(ξξ) ∀f ∈ L1(RN ) . (4.14)

In particular, if f is radially symmetric, then so is F(f).
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Proof: It is an easy consequence of properties of scalar product, see e.g.
[StWe].

2

Now, using the Parseval equality (see Lemma 4.5 (e)) we can extend the
Fourier transform onto L2(RN ). Using the fact that S is dense in L2(RN ), we
define for f ∈ L2(RN )

F(f) = lim
n→∞F(fn) , (4.15)

where fn → f in L2(RN ), fn ∈ S; analogously also F−1(f). It is possible to
show that the definition does not depend on the approximative sequence and
we have (see e.g. [StWe])

Lemma 4.8 The Fourier transform is an isometric isomorphism of L2(RN )
onto itself; we have

F−1F(f) = FF−1(f) = f

a.e. in R
N .

Whenever f ∈ L1(RN ) ∩ L2(RN ), both definitions coincide.

Remark 4.2 Lemma 4.7 holds also in case f ∈ L2(RN ). Moreover, if f ∈
W k,2(RN ), then the assertion (a) from Lemma 4.5 is true; the derivative of f
is to be understood in the weak sense. Therefore we have on W k,2(RN ) the
following equivalent norm

‖|f‖|k,2 = ‖(1 + |ξξ|2) k
2F(f)‖2 , (4.16)

see e.g. [Ev].

Finally, we use the property (d) and extend the Fourier transform onto S ′.
Let T ∈ S ′. Then we call the functional F(T ) the Fourier transform of T if

〈F(T ), ϕ〉 = 〈T,F(ϕ)〉 ∀ϕ ∈ S . (4.17)

Evidently, whenever Tf is a regular distribution with f ∈ S, L1(RN ) and
L2(RN ), then the corresponding definition in S, L1(RN ) and L2(RN ), respecti-
vely, coincides with the definition on S ′ in the sense of equality on S ′.
We also define on S ′ F−1(T ) by

F−1(T ) = F(T (−x)) , T ∈ S ′ . (4.18)

Then we have

Lemma 4.9 The Fourier transform F and the inverse Fourier transform F−1

are linear isomorphisms of S ′ onto S ′. Moreover, for any T ∈ S ′

F−1(F(T )) = F(F−1(T )) = T , (4.19)

where the equality (4.19) holds in the sense of S ′.
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Proof: Since S is dense in S ′ (see e.g. [Vl]), it follows from the assertion
(c) of Lemma 4.5.

2

Now, as Lp(RN ) ⊂ S ′ for all p ∈ [1;∞], we have defined the Fourier trans-
form on all Lebesgue spaces; for the values of p ∈ [1; 2] we can show that
F(Tf )19 is a regular function from Lp

′
(RN ). If p > 2, then there exists always a

function from Lp(RN ) such that F(Tf ) is not a regular tempered function (see
e.g. [StWe]).

Lemma 4.10 (Hausdorff–Young)
Let f ∈ Lp(RN ), p ∈ [1; 2]. Then F(f) ∈ Lp

′
(RN ) and

‖F(f)‖p′,RN ≤ C(p,N)‖f‖p,RN . (4.20)

Proof: As S is dense in Lp(RN ), 1 ≤ p ≤ 2, it is enough to show (4.20) on
S. But due to Lemma 4.5, properties (e) and (g) we have

‖F(f)‖∞ ≤ C‖f‖1
‖F(f)‖2 ≤ C‖f‖2

and the inequality (4.20) is an easy consequence of the Riesz–Thorin theorem
(see Theorem 2.2).

2

Using again the fact that S is dense in S ′, we can easily verify that (the
operations like product and derivatives are to be understood in the sense of S ′)

Lemma 4.11 Let T ∈ S ′. Then

DαF(T ) = F((ix)αT )
F(DαT ) = (−iξξ)αF(T ) .

Remark 4.3 Using the definition of F together with Lemma 4.11 we easily
verify that (δ is the Dirac distribution)

F(xα) = (−i)|α|DαF(1) = (−i)|α|(2π)−N
2 Dαδ

F(Dαδ) = (−iξξ)αF(δ) = (−iξξ)α(2π)−N
2 .

Finally, we want to extend the validity of property (f) from Lemma 4.5
to S ′. As mentioned above, it is in general not true that for T , G ∈ S ′ the
convolution T ∗G has sense in S ′. Nevertheless, we have

19for the sake of brevity, we shall write only F(f) in such a case
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Lemma 4.12

(a) Let T ∈ S ′, G ∈ E ′. Then T ∗G ∈ S ′ and

F(T ∗G) = (2π)N
2 F(T )F(G) , (4.21)

where the product is to be understood in the sense of S ′.

(b) Let T ∈ S ′, g ∈ S. Then T ∗Gg ∈ S ′

F(T ∗Gg) = (2π)
N
2 F(g)F(T ) , (4.22)

where (4.22) holds in the sense of (4.9).

Proof: See e.g. [Vl].

2

In Chapter III we gave a small generalization of (4.21) for Tf , Tg with f , g
from some Lebesgue spaces. See also e.g. [StWe].

VIII.4.2 Some applications

This subsection is devoted to some applications of the Fourier transform needed
in Chapters II, III and VII. We calculate the Fourier transform of Oij , E∗, Sij
and E , defined in Chapters II and III. We start with the simplest situation.

Lemma 4.13 Let E be the fundamental solution to the Laplace equation. Then
it holds20

F(DαE) = −(2π)−N
2
(−iξξ)α
|ξξ|2 (4.23)

with

(a) |α| > 0 for N = 2

(b) |α| ≥ 0 for N ≥ 3.

Proof: We have that

−|ξξ|2F(ξξ) = (2π)−N
2 . (4.24)

(a) LetN = 2. Since 1
|ξξ|2 is not locally integrable function in R

2, we cannot easily

divide (4.24) by |ξξ|2. We calculate the Fourier transform of the first derivative
of E . We have in S ′

|ξξ|2F
( ∂E
∂xi

)
= iξi|ξξ|2F(E) .

Employing (4.24) we have
〈
− |ξξ|2F

( ∂E
∂xi

)
, ϕ
〉
= 〈−|ξξ|2F(E), (iξi)ϕ〉 =

= 〈(2π)−1, iξiϕ〉 = 〈(2π)−1iξi, ϕ〉 ∀ϕ ∈ S .
20The derivatives are taken in the weak sense.
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Hence

|ξξ|2F
( ∂E
∂xi

)
=
iξi
2π

in S ′ .

Now, as ξi
|ξξ|2 ∈ L1loc(R

2), we have

F
( ∂E
∂xi

)
=

iξi
|ξξ|2
1

2π
+H ,

where H ∈ S ′ is supported at 0. As any element from S ′ has finite order, we
get from Lemma 4.4

H =
∑

|α|≤M
CαD

αδ

with M ∈ N. Using the fact that ∂E
∂xi
= 1
2π

xi
|x|2 in S ′ we easily observe that

H = 0 and

F
( ∂E
∂xi

)
=

i

2π

ξi
|ξξ|2 in S ′ .

Now, applying Lemma 4.11 (b) we easily get the result for N = 2.
(b) If N ≥ 3, we can divide directly in (4.24) and get

F(E) = −(2π)−N
2
1

|ξξ|2 +H ,

where H is again a tempered distribution supported at 0; therefore we have
H =

∑
|α|≤M CαD

αδ. We can modify the proof of Lemma III.1.6 to show that

∣∣∣F−1
( C
|ξξ|2

)
(x)
∣∣∣ ≤ C|x|2−N

for x 6= 0. Since E(x) ∼ |x|2−N as |x| → ∞ and |x| → 0, H = 0. (See also [Vl]
for another argument). The rest is obvious.

2

.

Lemma 4.14 Let SS be the fundamental Stokes tensor. Then21

F(DαSij) = (2π)−
N
2 (−iξξ)α

[ δij
|ξξ|2 −

ξiξj
|ξξ|4

]
(4.25)

with

(a) |α| > 0 for N = 2

(b) |α| ≥ 0 for N = 3.
21see footnote above
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Proof: We proceed as in Lemma 4.13. Recalling that

−∆Sij +
∂ei
∂xj
= δijδ

and (r = |x|)
ei(x) =

∂E
∂xi

Sij(x) =





1

4π

[
δij ln

1

r
+
xixj
r2

]
if N = 2

1

8π

[δij
r
+
xixj
r3

]
if N = 3

we get

|ξξ|2F(Sij) = (2π)−
N
2

[
δij −

ξiξj
|ξξ|2

]
.

For N = 2 we again cannot divide by |ξξ|2; nevertheless, we calculate the Fourier
transform of the first derivative of Sij and get (4.25) for |α| > 0.
For N ≥ 3 we can divide by |ξξ|2 and argue as in Lemma 4.13.

2

Lemma 4.15 Let OOO be the fundamental Oseen tensor. Then

F(DαOij(· ;β)) = (2π)−
N
2 (−iξξ)α δij |ξξ|2 − ξiξj

|ξξ|2(|ξξ|2 − iβξ1)
(4.26)

with |α| ≥ 0 and N ≥ 2.
Proof: Due to the definition we have

−
(
∆− β

∂

∂x1

)
Oij +

∂ei
∂xj
= δijδ ,

where ei =
∂E
∂xi
, Oij(· ;β) see Chapter II. We have

(|ξξ|2 − iβξ1)F(Oij) = (2π)
−N
2

(
δij −

ξiξj
|ξξ|2

)
.

Unlike the Stokes problem, we can now divide by h(ξξ) = iβξ1 − |ξξ|2 as 1
h(ξξ) ∈

L1loc(R
N ). Let us demonstrate this for N = 2; if N ≥ 3, the proof is much easier.

We have ∫

B1(0)

dξξ

|h(ξξ)| ≤ C

∫

B1(0)

|ξξ|2 + β|ξ1|
|ξξ|4 + β2|ξ1|2

dξξ ≤

≤ C1

∫ 1

0

∫ π
2

0

r2 + βr| cosϕ|
r4 + r2 cos2 ϕ

rdrdϕ .

Now
∫ 1

0

∫ π
2

0

cosϕ

r2 + cos2 ϕ
dϕdr =

∫ π
2

0
arctg

1

cosϕ
dϕ ≤ C

∫ 1

0

∫ π
2

0

r2

r2 + cos2 ϕ
dϕdr =

π

2
+
∫ π
2

0
cosϕ arctg

1

cosϕ
dϕ ≤ C .

As Oij 0 for |x| → ∞, we have (4.26). The proof is complete.
2
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Lemma 4.16 Let E∗ be the fundamental solution to the ”Oseen problem wi-
thout pressure”. Then

F(DαE∗(· ;β)) = (2π)−N
2
(−iξξ)α

|ξξ|2 − iβξ1
(4.27)

with |α| ≥ 0 and N ≥ 2.

Proof: Let us recall that

−∆E∗ + β
∂E∗

∂x1
= δ

i.e.
(|ξξ|2 − iβξ1)F(E∗) = (2π)−

N
2 .

Now, arguing as in Lemma 4.15 we get the result.

2

We finish this section by proving a general version of Lemma VII.1.2. For
the notion of axially symmetric functions, see Chapter VII.
In what follows v is a smooth vector field from R

3 into R
3, usually divergence

free and axially symmetric. The vector w = (wx, wy, wz) is ∇× v in cartesian
coordinates. The components of its representation in cylindrical coordinates
are denoted by wr, wθ, wz. If v is axially symmetric, then the only non–zero
component of w in cylindrical coordinates (θ–component) is denoted by ω.

Theorem 4.1 There exist constants Ci, i = 1, . . . , 6, such that for all v smooth
divergence free and axially symmetric vectors and any p ∈ (1;∞)22

C1(p)‖Dv‖p ≤ ‖ω‖p ≤ C2‖Dv‖p (4.28)

C3(p)‖D2v‖p ≤ ‖∇ω‖p +
∥∥∥
ω

r

∥∥∥
p
≤ C4‖D2v‖p (4.29)

C5(p)
∥∥∥
∂2ω

∂r2

∥∥∥
p
+
∥∥∥
∂2ω

∂r∂z

∥∥∥
p
+
∥∥∥
∂2ω

∂z2

∥∥∥
p
+
∥∥∥
∂

∂r

(ω
r

)∥∥∥
p
+
∥∥∥
1

r

∂ω

∂z

∥∥∥
p
≤ ‖D3v‖p ≤

≤ C6
∥∥∥
∂2ω

∂r2

∥∥∥
p
+
∥∥∥
∂2ω

∂r∂z

∥∥∥
p
+
∥∥∥
∂2ω

∂z2

∥∥∥
p
+
∥∥∥
∂

∂r

(ω
r

)∥∥∥
p
+
∥∥∥
1

r

∂ω

∂z

∥∥∥
p
. (4.30)

The proof will follow directly from the following two lemmas.

Lemma 4.17 There exist constants Ki, i = 1, . . . , 6 such that for any smooth
axially symmetric vector v with ∇ × v = w and any a ∈ R

2, a21 + a
2
2 > 0 we

have
K1|w(a)| ≤ |ω(a)| ≤ K2|w(a)| (4.31)

K3|Dw(a)| ≤
∣∣∣
∂ω(a)

∂r

∣∣∣+
∣∣∣
∂ω(a)

∂z

∣∣∣+
∣∣∣
ω(a)

r

∣∣∣ ≤ K3|Dw(a)| (4.32)

22By Du we understand the vector ( ∂u
∂x1

, ∂u
∂x2

, ∂u
∂x3
), while ∇ω denotes ( ∂ω

∂r
, ∂ω

∂z
).
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K5
∣∣∣
∂2ω(a)

∂r2

∣∣∣+
∣∣∣
∂2ω(a)

∂r∂z

∣∣∣+
∣∣∣
∂2ω(a)

∂z2

∣∣∣+
∣∣∣
∂

∂r

ω(a)

r

∣∣∣+
∣∣∣
∂

∂z

ω(a)

r

∣∣∣ ≤ |D2w(a)| ≤

≤ K6
∣∣∣
∂2ω(a)

∂r2
+
∣∣∣
∂2ω(a)

∂r∂z

∣∣∣+
∣∣∣
∂2ω(a)

∂z2

∣∣∣+
∣∣∣
∂

∂r

ω(a)

r

∣∣∣+
∣∣∣
∂

∂z

ω(a)

r

∣∣∣ , (4.33)

where r =
√
a21 + a

2
2.

Proof: We have
ω = −wx sin θ + wy cos θ ,
0 = wx cos θ + wy sin θ ,

i.e. wx = −ω sin θ, wy = ω cos θ, and the inequality (4.31) follows.
Further we have

∂wx
∂x
= −∂ω

∂r
sin θ cos θ +

ω

r
sin θ cos θ ,

∂wx
∂y
= −∂ω

∂r
sin2 θ − ω

r
cos2 θ ,

∂wy
∂x
=
∂ω

∂r
cos2 θ +

ω

r
sin2 θ ,

∂wy
∂y
=
∂ω

∂r
sin θ cos θ − ω

r
sin θ cos θ ,

∂2wx
∂x2

= −∂
2ω

∂r2
sin θ cos2 θ − ∂

∂r

(ω
r

)
(sin3 θ − 2 sin θ cos2 θ) ,

∂2wx
∂x∂y

= −∂
2ω

∂r2
sin2 θ cos θ − ∂

∂r

(ω
r

)
(cos3 θ − 2 sin2 θ cos θ) ,

∂2wx
∂y2

= −∂
2ω

∂r2
sin3 θ − 3 ∂

∂r

(ω
r

)
sin θ cos2 θ ,

∂2wy
∂x2

=
∂2ω

∂r2
cos3 θ + 3

∂

∂r

(ω
r

)
sin2 θ cos θ ,

∂2wy
∂x∂y

=
∂2ω

∂r2
sin θ cos2 θ +

∂

∂r

(ω
r

)
(sin3 θ − 2 sin θ cos2 θ) ,

∂2wy
∂y2

=
∂2ω

∂r2
sin2 θ cos θ +

∂

∂r

(ω
r

)
(cos3 θ − 2 sin2 θ cos θ) ,

i.e.
∂ω

∂z
= −∂wx

∂z
sin θ +

∂wy
∂z
cos θ ,

∂ω

∂r
=
∂wy
∂x
cos2 θ +

∂wy
∂y
sin θ cos θ − ∂wx

∂x
sin θ cos θ − ∂wx

∂y
sin2 θ ,

ω

r
=
∂wx
∂x
sin θ cos θ +

∂wy
∂x
sin2 θ − ∂wx

∂y
cos2 θ − ∂wy

∂y
cos θ sin θ ,

∂

∂r

(ω
r

)
=
∂2wy
∂y2

cos θ(cos2 θ − sin2 θ) + ∂2wx
∂x2

sin θ(3 cos2 θ − sin2 θ)+

+2
∂2wy
∂x2

sin2 θ cos θ ,

∂2ω

∂r2
=
∂2wy
∂y2

sin2 θ cos θ − 4∂
2wx
∂x2

sin θ cos2 θ+

+
∂2wy
∂x2

cos θ(cos2 θ − sin2 θ)− ∂2wx
∂y2

sin θ ,
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which gives (4.32) and (4.33).

2

The proof of Theorem 4.1 is now split into two parts. First one is simple,
we just observe that the second inequalities in (4.31)–(4.33) lead to the se-
cond inequalities in (4.28)–(4.30). Second part of the proof of Theorem 4.1 is
formulated in the following lemma.

Lemma 4.18 There exist C1(p), C2(p) and C3(p) such that for any smooth
divergence free vectors v and p ∈ (1;∞) we have

C1(p)‖Dv‖p≤‖w‖p (4.34)

C2(p)‖D2v‖p≤‖Dw‖p (4.35)

C3(p)‖D3v‖p≤‖D2w‖p (4.36)

Proof: We use the Marcinkiewicz multiplier theorem (see Theorem II.3.2).
As (4.35) is more complicated than (4.34), we just concentrate on (4.35); (4.36)
can be proved following lines of the proof below.
We denote by F(vx), F(vy), F(vz) the Fourier transform of the component

vx, vy, vz and put

A1= ξ1ξ2F(vx)− ξ21F(vy) A7 = ξ2ξ3F(vx)− ξ1ξ3F(vy)
A2= ξ1ξ3F(vy)− ξ1ξ2F(vz) A8 = ξ23F(vy)− ξ2ξ3F(vy)
A3= ξ1ξ3F(vx)− ξ21F(vz) A9 = ξ23F(vx)− ξ1ξ3F(vz)
A4= ξ22F(vx)− ξ1ξ2F(vy) A10= ξ21F(vx) + ξ1ξ2F(vy) + ξ1ξ3F(vz)
A5= ξ2ξ3F(vy)− ξ22F(vz) A11= ξ1ξ2F(vx) + ξ22F(vy) + ξ2ξ3F(vz)
A6= ξ2ξ3F(vx)− ξ1ξ2F(vz) A12= ξ1ξ3F(vx) + ξ2ξ3F(vy) + ξ23F(vz)

i.e. A1 − A9 are (up to the sign) the Fourier transforms of ∇∇× v, A10 − A12
are the Fourier transforms of −∇∇ · v. We shall calculate F(vx), F(vy) and
F(vz) by means of Ai:

ξ2A1 + ξ3A3 + ξ1A10 = ξ1|ξξ|2F(vx) ,
ξ2A4 + ξ1A11 + ξ3A6 = ξ2|ξξ|2F(vx) ,
ξ1A12 + ξ2A7 + ξ3A9 = ξ3|ξξ|2F(vx) .

Therefore we get

F(vx) =
1

|ξξ|4 (ξ1ξ2A1+ξ1ξ3A3 + ξ
2
2A4 + ξ2ξ3A6+

+ξ2ξ3A7 + ξ
2
3A9 + ξ

2
1A10 + ξ1ξ2A11 + ξ1ξ3A12) .

Similar expression we obtain for F(vy) and F(vz). Denoting by D2v the vector
of 18 components (all different second derivatives with respect to the spatial
variables) and by A the vector (A1 . . . A12), we have

F(D2v) = TA , (4.37)
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where
T : R12 7→ R18

has non–zero components of the type
ξa
1 ξ

b
2ξ

c
3

|ξξ|4 with a, b, c ∈ N0, a + b + c = 4,

i.e. they are bounded and the l-th order derivatives can be bounded by C|ξξ|−l.
We may apply the Marcinkiewicz multiplier theorem (see Theorem II.3.2) to
obtain the desired inequality. The inequality (4.36) follows similarly.

2

Remark 4.4 In Chapter VII, we need the inequality (4.1) only for p = 2. This
case does not require the use of the multiplier theorem, it follows directly from
(4.37) by means of the Parseval equality, see Lemma 4.5 (e).

VIII.5 Modified Stokes problem. Existence of pressure

Finally we shall investigate the modified Stokes problem, i.e.

A(u) +∇p = f
∇ · u = 0

}
in Ω

u = u∗ at ∂Ω

(5.1)

and if Ω is an exterior domain,

u→ 0 as |x| → ∞

with A(u) = −∆u+µ∂2u
∂x21
, µ ∈ [0; 1). We shall not develop a general theory for

such a problem; we shall only prove some estimates needed in the theory of the
modified Oseen problem which are completely analogous with similar results
for the classical Stokes problem.
There are two approaches; we can either use the fact that the system (5.1)

is elliptic in the sense of Agmon, Douglis and Nirenberg (see [AgDoNi]) or,
under more restrictive assumptions on µ, use the results on the classical Stokes
problem (see e.g. [Ga1]). Unfortunately, we were not able to develop the theory
for the modified Stokes problem directly, following [Ga1] for the classical Stokes
problem.
We denote by

aµ(u,v) =
∫

Ω
∇u : ∇vdx− µ

∫

Ω

∂u

∂x1
· ∂v
∂x1
dx ,

see Chapter III. Then we say that u is a q–weak solution to (5.1), if

(i) u ∈ D1,q(Ω)

(ii) u is (weakly) divergence free

(iii) u = u∗ at ∂Ω in the sense of traces

(iv) for all ϕϕϕ ∈ 0D(Ω)
aµ(u, ϕϕϕ) = 〈f , ϕϕϕ〉 .
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Moreover, if Ω is an exterior domain, then also

(v) ∫

SN

|u(R,ω)|dω → 0 as R→ ∞ .

As in Chapter II for the Oseen problem, the weak formulation formally
excluded the pressure. We shall show now that in fact we can reconstruct the
pressure using the weak formulation. We give several results here. Some of them
are applicable for the Oseen and modified Oseen problem, another only for the
Stokes problem and its modified version. We start with a general lemma from
functional analysis.

Lemma 5.1 Let A : X 7→ Y is a continuous operator, D(A) = X, A−1 exists
and is continuous. Let X, Y be reflexive Banach spaces. Then

R(A∗) = (ker A)⊥ ,

where R(A∗) denotes the range of the adjoint operator to A and

(ker A)⊥ = {f ∈ X∗; 〈f, u〉 = 0 ∀u ∈ ker A}
ker A = {u ∈ X;Au = 0} .

Proof: See e.g. [Tay].

2

Now, using the results from Section VIII.3 we have

Theorem 5.1 Let Ω be such that the problem

∇ · v = f
v ∈ D1,q0 (Ω)

|v|1,q ≤ C‖f‖q
(5.2)

is solvable for all f ∈ Lq(Ω) (if Ω bounded, then
∫
Ω fdx = 0). Let G be a

continuous linear functional on D1,q0 (Ω), 1 < q <∞, such that

〈G,g〉 = 0

for all g ∈ D̂1,q0 (Ω). Then there exists exactly one p ∈ Lq
′
(Ω) (if Ω bounded,

then
∫
Ω pdx = 0) such that

〈G,g〉 =
∫

Ω
p∇ · gdx ∀g ∈ D1,q0 (Ω) . (5.3)

Proof: Let us consider the linear operator

A : v ∈ D1,q0 (Ω)→ ∇ · v ∈ Lq(Ω) .
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Evidently, A is bounded, linear and R(A) = Lq(Ω) (Lq(Ω)/R if Ω is bounded).
We have (see Lemma 5.1)

(ker A)⊥ = R(A∗) .

Since ker A = D̂1,q0 (Ω), (D̂1,q0 (Ω))⊥ = R(A∗) and G ∈ R(A∗). As R(A) = Lq(Ω)
(Lq(Ω)/R if Ω is bounded), using the Riesz representation theorem (see Lemma
1.4)

〈F ,g〉 =
∫

Ω
pAgdx =

∫

Ω
p∇ · gdx

for all g ∈ D1,q0 (Ω).

2

Corollary 5.1 Let Ω be a bounded or exterior domain of class C0,1(Ω) and
N ≥ 2. Then each linear continuous functional on D1,q0 (Ω), 1 < q < ∞, which
is identically zero on D̂1,q0 (Ω) can be written in the form

〈F , ψψψ〉 =
∫

Ω
p∇ · ψψψdx ∀ψψψ ∈ D1,q0 (Ω)

for p ∈ Lq
′
(Ω) (p ∈ Lq

′
(Ω)/R if Ω is bounded).

Corollary 5.2 Let Ω ⊂ R
N , N ≥ 2 be a domain and G be a linear continuous

functional on D1,q0 (Ω
′), 1 < q <∞, which is identically zero on D̂1,q0 (Ω′) for all

Ω′ ⊂ Ω bounded, Ω′ ⊂ Ω. Then there exists p′ ∈ Lq
′

loc(Ω) such that

〈F , ψψψ〉 =
∫

Ω
p∇ · ψψψdx ∀ψψψ ∈ C∞

0 (Ω) .

We next estimate the pressure for the modified Stokes problem. Let us
assume that f ∈ D−1,q

0 (Ω), Ω ∈ C0,1, a bounded or an exterior domain. Let u
be a q–weak solution to (5.1). Then due to the condition (iv) and due to the
fact that f ∈ D−1,q

0 (Ω) we have that

〈F , ψψψ〉 = aµ(u, ψψψ)− 〈f , ψψψ〉

is a functional bounded on D1,q
′

0 (Ω) which is identically zero on D̂1,q0 (Ω). Apply-
ing Corollary 5.1 we get the existence of p ∈ Lq(Ω) (Lq(Ω)/R if Ω is bounded)
such that

aµ(u, ψψψ)− 〈f , ψψψ〉 =
∫

Ω
p∇ · ψψψdx ∀ψψψ ∈ D1,q

′

0 (Ω) . (5.4)

Let now Ω be bounded. We consider the following problem in Ω

∇ · ψψψ = |p|q−2p− 1

|Ω|

∫

Ω
|p|q−2pdx

ψψψ ∈ D1,q
′

0 (Ω)

‖ψψψ‖1,q′ ≤ C‖p‖q−1q .

(5.5)
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Then, using such ψψψ in (5.4) we get (
∫
Ω pdx = 0)

‖p‖qq ≤ C(|f |−1,q + |u|1,q)|ψψψ|1,q′ ≤ C‖p‖q−1q (|f |−1,q + |u|1,q)

and we have
‖p‖q ≤ C(|f |−1,q + |u|1,q) . (5.6)

If we skip the condition
∫
Ω pdx = 0, we get instead of (5.6)

inf
c∈R

‖p+ c‖q ≤ C(|f |−1,q + |u|1,q) . (5.7)

If Ω is unbounded, we can instead of (5.5) consider directly

∇ · ψψψ = |p|q−2p
ψψψ ∈ D1,q

′

0 (Ω)

|ψψψ|1,q′ ≤ C‖p‖q−1q .

(5.8)

Proceeding analogously we show again (5.6).
We therefore have

Theorem 5.2 Let u be a q–weak solution to the modified Stokes problem (5.1)
in Ω ∈ C0,1 a bounded or an exterior domain. Let f ∈ D−1,q

0 (Ω). Then there
exists a unique function p ∈ Lq(Ω)23, called pressure, such that

aµ(u, ψψψ)− 〈f , ψψψ〉 =
∫

Ω
p∇ · ψψψdx ∀ψψψ ∈ C∞

0 (Ω) .

Moreover, there exists C = C(q,N,Ω) such that (
∫
Ω pdx = 0 if Ω is bounded)

‖p‖q ≤ C(|u|1,q + |f |−1,q) .

For the Oseen problem and its modified version, Corollary 5.1 is not appli-
cable. We have namely the functional (µ = 0 for the classical Oseen problem)

〈G0, ψψψ〉 = aµ(u, ψψψ) + β(
∂u

∂x1
ψψψ)− 〈f , ψψψ〉

and therefore, even for f ∈ D−1,q
0 (Ω), we do not have apriori the corresponding

pressure p ∈ Lq(Ω), only p ∈ Lqloc(Ω)
24. Nevertheless, we can get

Theorem 5.3 Let u be q–weak solution to the modified Oseen problem (III.0.1),
Ω ∈ C0,1, a bounded or an exterior domain. Let f ∈ D−1,q

0 (Ω). Then there exists
scalar function p ∈ Lqloc(Ω), called pressure, such that

aµ(u, ψψψ) + β
( ∂u
∂x1

, ψψψ
)
− 〈f , ψψψ〉 = (p,∇ · ψψψ)

23unique up to an additive constant for Ω bounded
24see Theorem III.3.7 for the estimates giving the global integrability for the pressure for Ω
an exterior domain
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for all ψψψ ∈ C∞
0 (Ω). Moreover, if Ω is bounded, then there exists C = C(q,N,Ω)

such that (
∫
Ω pdx = 0)

‖p‖q ≤ C(‖u‖1,q + |f |−1,q) (5.9)

and if Ω is an exterior domain, then there exists C = C(q,N,Ω) such that for
all R > diamΩc

‖p‖q,ΩR/R ≤ C(‖u‖q,ΩR
+ |u|1,q + |f |−1,q) . (5.10)

Proof: We proceed as for the Stokes problem. The only difference consists
in the presence of the term ( ∂u∂x1 , ψψψ). If Ω is bounded, we have for ψψψ, solution to
the problem (5.5),

( ∂u
∂x1

, ψψψ
)
=
(
u,

∂ψψψ

∂x1

)

and we easily get (5.9). If Ω is unbounded, we can no more control the Lq–norm
of u. We therefore consider instead of (5.8) the problem (5.5) with Ω := ΩR
and get (5.10).

2

Let us come back to the modified Stokes problem. We shall study existence,
uniqueness and regularity of q–weak solutions to the problem (5.1). First we
have

Lemma 5.2 Let Ω be a bounded domain in R
N of class C0,1, N ≥ 2, f ∈

D−1,2
0 (Ω), u∗ ∈ W

1
2
,2(∂Ω),

∫
∂Ω u∗ · ndS = 0, 0 ≤ µ < 1. Then there exists

exactly one 2–weak solution to (5.1). Moreover

‖u‖1,2 + ‖p‖2/R ≤ C(|f |−1,2 + ‖u∗‖ 1
2
,2,(∂Ω)) . (5.11)

Proof: Searching the solution in the form

u = v +w

with w a divergence free extension of the boundary data we easily get the
existence of solution combining results from Section VIII.3 due to the Lax–
Milgram theorem (see Theorem 1.1).

2

Lemma 5.3 Let Ω be an exterior domain in R
N of class C0,1, N ≥ 3, f ∈

D−1,2
0 (Ω), u∗ ∈ W

1
2
,2(∂Ω). Then there exists exactly one 2–weak solution to

(5.1) such that
∫
SN

|v|dω → 0 as R→ ∞. Moreover

‖u‖2,ΩR
+ |u|1,2 + ‖p‖2 ≤ C(|f |−1,2 + ‖u∗‖ 1

2
,2,(∂Ω)) , (5.12)

where C = C(Ω, R,N).
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Proof: It is analogous to the proof of Theorem III.3.3. We search the solu-
tion in the form

u = v +w + σσσ ,

where
σσσ = −∇E

∫

∂Ω
u∗ · ndS ,

w is a divergence free extension of u∗ − σσσ with bounded support and v is a
2–weak solution to

A(v) +∇p = f −A(σσσ +w)

∇ · v = 0

}
in Ω

v = 0 at ∂Ω
∫
SN

|v(R,ω)|dω → 0 as R→ ∞ .

(5.13)

Again, the existence of a unique solution to (5.13) can be established using the
Lax–Milgram theorem.

2

Next, let us recall that the system (5.1) is elliptic in the sense of Agmon,
Douglis and Nirenberg (see [AgDoNi]). We therefore have

Theorem 5.4 Let Ω ∈ Cm+2, a bounded domain, f ∈ Wm,q(Ω), m ≥ 0, 1 <
q < ∞. Then there exists C, independent of f and u, such that if u is the
q–weak solution to (5.1) and p the corresponding pressure, then

‖u‖m+2,q + ‖p‖m+1,q ≤ C(‖f‖m,q + ‖u∗‖m+2− 1
q
,q,(∂Ω) + ‖u‖1,q + ‖p‖q) . (5.14)

Theorem 5.5 Let Ω ∈ C2 be a bounded domain, f ∈ W−1,q
0 (Ω), 1 < q <

∞, u∗ ∈ W 1− 1
q
,q(∂Ω). Then if u is a q–weak solution to the modified Stokes

problem, then

‖u‖1,q + ‖p‖q/R ≤ C(‖f‖−1,q + ‖u∗‖1− 1
q
,q,(∂Ω) + ‖u‖q + ‖p‖−1,q) , (5.15)

where p denotes the corresponding pressure from Theorem 5.2.

We get (see e.g. [Ga1] for the classical Stokes problem)

Theorem 5.6 Let Ω ∈ C2 be a bounded domain. Let u be a q–weak solution
to (5.1) with zero data. Then u = 0 and p = const in Ω.

Proof: If q = 2, the result follows from Lemma 5.2. If q > 2, then any
q–weak solution is also 2–weak solution and u = 0. Finally, if q < 2, then
due to Theorem 5.4 u ∈ W 2,q(Ω), p ∈ W 1,q(Ω), i.e. u ∈ W 1,r1(Ω), r1 =

Nq
N−q .

Repeating this argument several times we get after finite number of steps that
u ∈W 1,2(Ω) which implies u = 0. Next, easily, p = const.

2
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Corollary 5.3 If u is a q–weak solution to (5.1), Ω ∈ Cm+1, bounded domain,
then

‖u‖m+2,q + ‖p‖m+1,q ≤ C(‖f‖m,q + ‖u∗‖m+2− 1
q
,q,(∂Ω)) . (5.16)

Proof:We have to show that ‖u‖1,q+‖p‖q ≤ C(‖f‖m,q+‖u∗‖m+2− 1
q
,q,(∂Ω)).

Let us assume the contrary, i.e. that there exists (u∗)k, fk and (uk, pk) the
corresponding solution to (5.1) such that

‖uk‖1,q + ‖pk‖q > k(‖fk‖m,q + ‖(u∗)k‖m+2− 1
q
,q,(∂Ω)) ∀k ∈ N .

We can take without loss of generality ‖uk‖1,q + ‖pk‖q = 1 ,
∫
Ω pkdx = 0. We

have due to (5.14), at least for a chosen subsequence,

uk ⇀ u in W
m+2,q(Ω)

pk ⇀ p in Wm+1,q(Ω)

fk → 0 in Wm,q(Ω)

(u∗)k → 0 in Wm+2− 1
q
,q(∂Ω) ,

where (u, p) solves (5.1) with f = u∗ = 0. Due to Theorem 5.6, u = 0, p = const
but

∫
Ω pdx = 0 implies p = 0. The compact imbedding W

2,q(Ω) →֒→֒ W 1,q(Ω)
(W 1,q(Ω) →֒→֒ Lq(Ω)) yields us uk → u in W 1,q(Ω), pk → p in Lq(Ω), but
‖u‖1,q + ‖p‖q = 1, yielding a contradiction.

2

Next we consider N ≥ 3 and Ω an exterior domain. We have

Theorem 5.7 Let 1 < q < N , Ω ∈ C2 be an exterior domain in R
N , N ≥ 3.

Let f = u∗ = 0. Then the only q–weak solution to (5.1) is such that u = 0 and
the corresponding pressure p = 0.25

Sketch of the proof: We shall not give the details of the proof as they
are quite technical and long but completely analogous to the classical Stokes
problem (see e.g. [No3]). Firstly we construct the fundamental solution to the
modified Stokes problem (more precisely, its Fourier transform) and using the
Lizorkin multiplier theorem (see Theorem II.3.3) we show Lq–estimates of the
solution to the modified Stokes problem in the whole R

N which are completely
analogous with the estimates for the classical Stokes problem.
Next, using the structure of the Fourier transform of the fundamental so-

lution and its derivatives it is an easy matter to verify that the fundamental
solution together with all derivatives have the same asymptotic properties as
the fundamental solution to the classical Stokes problem.
Then we show that if u1, u2 are two (apriori different) solutions to the

modified Stokes problem in R
N , ∇u1 ∈ Lp(RN ), ∇u2 ∈ Lq(RN ), 1 < p, q < N ,

then u1 = u2 + const, p1 = p2 + const. The proof is the same as the proof of
Lemma III.2.3 for the modified Oseen problem.

25We add to p such a constant that p ∈ Lq(Ω).
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Finally, let u be a q–weak solution to the modified Stokes problem with the
right hand side of bounded support in Ω, 1 < q < N . Then we easily verify
that u has the same asymptotic properties as the fundamental solution. Now,
if u is a q–weak solution to (5.1) with zero data, we can use as test function
uηR with ηR the usual cut–off function. Due to its asymptotic properties we
get ∇u = 0 a.e. in Ω and since u → 0 as |x| → ∞ in some (weak) sense, we
have u = 0. Then easily p = 0, where we added a constant to p in such a way
that p ∈ Lq(Ω).

2

As a consequence we have

Corollary 5.4 Let u be a strong solution to the modified Stokes problem such
that ∇2u ∈ Lq(Ω), Ω ∈ C2 exterior domain in R

N , 1 < q < N
2 such that u→ 0

as |x| → ∞ in some (eventually weak) sense. Let v be another solution with
the same properties. Then u = v a.e. in Ω.

Proof: Denote w = u− v. Then ∇2w ∈ Lq(Ω), solves the modified Stokes
problem with zero data. As w tends to zero as |x| → ∞ in some sense, we have
that w ∈ Ls(Ω), ∇u ∈ Lr(Ω), 1 < s < ∞, 1 < r < N . Applying Theorem 5.7
we see that w = 0. Moreover, if pu, pv are the corresponding pressures from
Theorem 5.2, we have pu − pv = const.

2

Remark 5.1 Let us finally note that the estimate (5.14) or, more precisely,
(5.16) can be shown without use of the Agmon–Douglis–Nirenberg results. We
can namely look at the solution to the modified Stokes problem as a fixed point
of the operator T : w 7→ u

−∆u+∇p = f − µ
∂2w

∂x21
∇ · u = 0




in Ω

u = u∗ at ∂Ω

and for µ sufficiently small we get its existence together with all estimates.
Unlike the procedure introduced above, where we assumed only µ < 1, we shall
get much stronger restriction on the size of µ.



Conclusions

In the presented work two different problems were solved. In the first part, the
questions raised in [Du] and [Vi] were successfully answered. We have shown
that, at least for certain classes of non–Newtonian fluids, the velocity and the
pressure obey for non–zero velocity prescribed at infinity the same asymptotic
properties as the fundamental solution to the Oseen problem; in particular, the
velocity shows the existence of a wake region behind the obstacle.
Moreover, we have also verified that under the assumption of sufficiently

fast decay of the right hand side, its smallness and the smallness of the velocity
prescribed at infinity itself, we can show the precise asymptotic structure not
only for the velocity itself, but also for its first gradient.
Such studies made us do precise investigations of weighted estimated of

both singular and weakly singular integral operators with Oseen kernels; for
the sake of completeness we gave also results for the kernels not used in this
work. Another problem, coming in fact from the weighted estimates, was the
necessity of investigations of certain perturbation to the Oseen problem, called
here the modified Oseen problem. The most crucial problem were the asympto-
tic properties of its fundamental solution. Again, for the sake of completeness,
we then presented complete theory of this linear problem in both two and three
space dimensions (the extension to higher space dimension is straightforward),
combining the approaches from [Ga1], [Ga2] with [No3].
The other problem, treated in this work, was the axially symmetric flow

of both linearly viscous and ideal fluid in the whole R
3. The proof presented

here has several advantages in comparison with the original proofs presented
in [Lad2] or [UcYu]. Unlike the above mentioned papers we essentially use the
fact that we study the problem in the whole space and therefore we do not have
to construct complicated basis in weighted spaces on the balls with growing
diameters.
Finally, let us mention several problems which were either not attached or,

in spite of certain attempts, remained unsolved. To the former belong study
of asymptotic structure of problems in higher space dimensions or study of
compressible viscoelastic fluids. Both problems seem to be only a little bit more
technical but solvable in a similar way.
The problem of study of asymptotic structure to the second grade fluid se-

ems to be much more difficult. It is essentially connected with the optimality
of Lp–weighted estimates for kernels representing second gradients of the fun-
damental Oseen tensor. In order to exclude the disturbing logarithmic factors
completely another technique must be used; the fact that the second gradient of
the fundamental Oseen tensor represents Lp–Lp Lizorkin multiplier should be
employed. This problem may serve as a starting point for further investigations.
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