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Abstract: We deal with time series models with non-
positive autocorrelations. For a strictly stationary pro-
cess with an autocorrelation function {rk}

∞
k=1

such that
rk ≤ 0 for all k ≥ 1 the lower boundary for the sum
∑∞

k=1
rk is investigated. Some results are introduced for

general stationary random processes, but the main part
of the work is devoted to dependent Bernoulli variables.

Introduction

We deal with strictly stationary time series of dependent
Bernoulli variables {ξt, t ∈ Z} with the success probability
p ∈ (0, 1)

P(ξt = 1) = p, P(ξt = 0) = 1 − p for all t ∈ Z

and non-positive autocorrelations

rk = corr (ξt, ξt+k) ≤ 0 for all k ≥ 1.

For such processes we investigate the lower bound for the
sum of autocorrelations

∑∞
k=1

rk.

Motivation

• Processes of dependent Bernoulli variables appear often
in practice  it is worth investigating the properties of
their autocorrelation sequences.
• In some situations it is desirable to have statistical mod-
els for generating artificial correlated binary data with a
specified correlation structure.

Example: Bernoulli sampling is a well-known real
time sampling method where the population units are
selected independently of each other. However, the
neighbouring units may have similar properties and one

would like to avoid getting
units close to each other too
often. Thus, sampling with
negative correlations might
be more efficient. For
instance, Meister (2002) de-
scribes situations in which
some gain is achieved in the
efficiency comparing this ap-

proach with the classical Bernoulli sampling.

I Processes with non-positive autocorrelations are
of our interest. The following question arises.

? Question: How to construct variables ξt with
autocorrelations rk ≤ 0 for k ≥ 1 such that rk

would be “as negative as possible”?

I We are interested in the lower bound for
∑∞

k=1
rk and

in models attaining this bound.

General results

? Let {rk} be a sequence of real numbers such that
r0 = 1, r−k = rk for k ∈ Z and rk ≤ 0 for all

k ≥ 1. What are the necessary and sufficient condi-
tions for {rk} to be an autocorrelation sequence of a
stationary process?

I Simple for the Gaussian case. Bondesson (2003): the
sequence {rk} is the autocorrelation function of a station-
ary Gaussian process {Xt} if and only if

∞
∑

k=1

rk ≥ −
1

2
. (1)

I Anděl and Došlá (2008): The property (1) can be fur-
ther extended to autocorrelation functions of more gen-

eral processes, as follows.

Theorem 1. Let {Xt, t ∈ Z} be a real stationary
process with EXt = 0, var Xt > 0 and let the auto-
correlation function {rt} be such that rt ≤ 0 for all
t ≥ 1 and

∑∞
t=−∞ |rt| < ∞. Then the inequality (1)

holds.

The bound −1/2 is reached if and only if f (0) = 0, where
f is the continuous spectral density of the proces {Xt},
see Anděl and Došlá (2008). This gives a guideline how
the “optimal” value −1/2 can be reached by an ARMA
process.

I Bernoulli case: it seems that the bound −1/2 for
∑∞

k=1
rk might be improved.

Bernoulli variables

The following problem was proposed in Bondesson (2003).
It stays unsolved even in the simplest case of 1-dependent
Bernoulli variables.

Problem: Let {rk} be an autocorrelation sequence of
a strictly stationary Bernoulli process and rk ≤ 0 for all
k ≥ 1. Which value of α is the smallest possible such
that

∑∞
k=1

rk ≥ −α?

1-dependent variables

Consider two Bernoulli variables Y1 and Y2 with p =
P(Yi = 1), i = 1, 2, p ∈ (0, 1) and set q = 1 − p. Then

corr (Y1, Y2) =
P(Y1 = 1, Y2 = 1) − p2

pq
≥

−p2

pq
= −

p

q
.

Since Y1, Y2 and Y ∗
1 = 1− Y1, Y

∗
2 = 1− Y2 have the same

correlation  we get corr (Y1, Y2) ≥ −q/p as well.

I This and Theorem 1 give us the lower bound

for the 1 lag autocorrelation r1 of a 1-dependent
Bernoulli process {ξt} with the success probability p

r1 ≥ max
{

−
p

1 − p
,−

1 − p

p
,−

1

2

}

. (2)

Joe (1997) shows how the bound (2) can be attained for
p ≤ 1/4 and p ≥ 3/4. However, a model with r1 reach-
ing the lower bound in (2) for p ∈ (1/4, 3/4) has not
been found I it seems that sharper bounds for r1 for
p ∈ (1/4, 3/4) might be derived.

Bondesson (2003) stated the following conjecture about r1

of 1-dependent variables {ξt}.

Conjecture 1. Bondesson (2003)

r1 ≥ −1/3 for all p ∈ (0, 1). (3)

Conjecture 1 has not been proved in the general case of
1-dependent Bernoulli variables, but the inequality (1)
holds for some broad classes of processes. See
Bondesson (2003) and Anděl and Došlá (2008).
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Lower bound for r1
Conjecture 1

General Bernoulli variables

Although the problem stays unsolved in general, it is pos-
sible to find the lower bound for

∑∞
t=1

rt for some classes
of processes. A common model for generating dependent
Bernoulli variables is based on clipping a sequence of cor-
related Gaussian variables.

Theorem 2. Let {Zt} be a stationary time series
of Gaussian random variables with E Zt = 0 and
the autocorrelation function {ρt} such that ρt ≤ 0
for all t ≥ 1. Define Bernoulli variables {ξt} as
ξt = I [Zt ≥ 0] and denote {ρ∗t} the autocorrelation
function of the process {ξt}. Then ρ∗t ≤ 0 for all
t ≥ 1 and ∞

∑

t=1

ρ∗t ≥ −
1

3
. (4)

Remarks

• The inequality (4) holds for EZt 6= 0 as well. The proof
of Theorem 2 can be found in Došlá (2008).
• The bound −1/3 is reached for m-dependent variables if
and only if ρk = −1/2 for some k ∈ {1, . . . , m} and rt = 0
otherwise. For any other setting, the sum of correlations
lies above −1/3.

Conjecture 1 and Theorem 2 may lead us to the following
question.

? Question: Is
∑∞

k=1
rk always above −1/3 for

general dependent Bernoulli variables?

However, the answer is no. The following Example 1 shows
a model of m-dependent variables, m ≥ 2, with

∑∞
k=1

rk

below −1/3.

Example 1. Let Xt be iid with the uniform distribu-
tion on [0, 1] and for m ∈ N, c = 1/(m + 1) define

ξt = I [Xt < c, Xt−1 > c, . . . , Xt−m > c].

Then the process {ξt} is m-dependent stationary with
autocorrelations rk < 0 for k = 1, . . . , m and rk = 0
for k > m. Furthermore,

lim
m→∞

∞
∑

k=1

rk = lim
m→∞

m
∑

k=1

rk = lim
m→∞

mr1 = −
1

e
.

The sequence
{
∑m

k=1
rk

}∞

m=1
is decreasing and it dips

below −1/3 already for m = 2. See Bondesson (2003),
cf. Došlá (2008).
Hence, for any fixed m ≥ 2 we are able to construct a
sequence {ξt} of Bernoulli variables with non-positive
autocorrelations {rk} and

∑∞
k=1

rk < −1/3.

Theorem 2 + Example 1 I Generating correlated
Bernoulli variables by clipping a Gaussian process

(e.g. package binary in program R) is not suitable for
our situation because a more efficient approach exists.

The following problem stays unsolved.

? Open problem: Is α = 1/e the lowest pos-
sible value for a general process with Bernoulli

variables?

Conclusion

The lower bound for the sum of autocorrelations
∑∞

t=1
rt

is investigated for stationary time series.

I For general stationary processes we show that the in-
equality

∑∞
t=1

rt ≥ −1/2 holds and the lower bound −1/2
can be easily attained by an ARMA process.

I The situation is more complex for series of dependent
Bernoulli variables. The sharp lower bound for

∑∞
t=1

rt

stays an open problem in the general case.

I There are still topics for further research.
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