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The Setting of the Problem

Consider the following problem:

Given a sample X1, . . . ,Xn of size n from d.f. H(x) of the form

H(x) = θF (x) + (1 − θ)G(x), x ∈ �, (θ ∈ (0, 1)), (1)
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The Setting of the Problem

Consider the following problem:

Given a sample X1, . . . ,Xn of size n from d.f. H(x) of the form

H(x) = θF (x) + (1 − θ)G(x), x ∈ �, (θ ∈ (0, 1)), (1)

where d.f. F (x) is known but d.f. G(x) and (mixture) parameter θ
are unknown.
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The Setting of the Problem

Consider the following problem:

Given a sample X1, . . . ,Xn of size n from d.f. H(x) of the form

H(x) = θF (x) + (1 − θ)G(x), x ∈ �, (θ ∈ (0, 1)), (1)

where d.f. F (x) is known but d.f. G(x) and (mixture) parameter θ
are unknown.

Aim: estimate θ.
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Where this Model appears?

(i) Multiple hypotheses testing procedure.
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Where this Model appears?

(i) Multiple hypotheses testing procedure.

(ii) In astronomy (contamination of d.f. F (x) )

Under reasonable assumptions, d.f. F(x) can be contaminated by some d.f. F0(x),
which yields a sample from H(x) as in (1) (see, for example, [3]). In astronomy, similar
situations can arise quite often: once we observe a variable of interest (for example,
metallicity, radial velocity) of stars in a distant galaxy, foreground stars from the Milky
Way in the visible area, contaminate the sample. Stars in the galaxy can be difficult to
distinguish from those of foreground stars since we are able only to observe the
stereographic projections but not the 3D positions of the stars ([5]). Due to physical
models for the foreground stars, one can constrain d.f. F(x) and focus on estimating
the mixture parameter (and d.f. F0(x)). High Energy Physics also can be a source of
similar problems, where the evidence could a significant peak at some position on top
of some known distribution with nice properties (see, [2]).

(iii) etc.
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Identifiability

Model (1) is not identifiable!

Why?

Because with the same d.f. F (x) one can construct another
representation, different from (1).

Then why this Model?
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Identifiability

Model (1) is not identifiable!

Why?

Because with the same d.f. F (x) one can construct another
representation, different from (1).

Then why this Model?

Because in this model one can estimate θ!
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Assumptions

Assume

(i)
G(x) > F (x), (2)
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Assumptions

Assume

(i)
G(x) > F (x), (2)

(ii) The support SF of d.f. F (x) belongs to the interval [0, 1],
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Assumptions

Assume

(i)
G(x) > F (x), (2)

(ii) The support SF of d.f. F (x) belongs to the interval [0, 1],

(iii)
F ′(x)

1 − F (x)
≤ G′(x)

1 − G(x)
. (3)
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Assumptions

Assume

(i)
G(x) > F (x), (2)

(ii) The support SF of d.f. F (x) belongs to the interval [0, 1],

(iii)
F ′(x)

1 − F (x)
≤ G′(x)

1 − G(x)
. (3)

Then due to monotonicity of d.f.’s (2) remains valid and SG ⊆ SF .
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The Setting of the Problem after transformation

Estimate parameter θ in the model

H(x ; θ) = θF (x) + (1 − θ)G(x), x ∈ [0, 1], (θ ∈ (0, 1)), (4)
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The Setting of the Problem after transformation

Estimate parameter θ in the model

H(x ; θ) = θF (x) + (1 − θ)G(x), x ∈ [0, 1], (θ ∈ (0, 1)), (4)

with conditions

(A1)
G(x) > F (x), ∀x ∈ [0, 1], (5)

where d.f. F (x) is known, while d.f. G(x) is unknown, x ∈ [0, 1].
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The Setting of the Problem after transformation

Estimate parameter θ in the model

H(x ; θ) = θF (x) + (1 − θ)G(x), x ∈ [0, 1], (θ ∈ (0, 1)), (4)

with conditions

(A1)
G(x) > F (x), ∀x ∈ [0, 1], (5)

(A2)
suppG(x) ⊂ [0, 1 − δ], for some δ > 0, (6)

where d.f. F (x) is known, while d.f. G(x) is unknown, x ∈ [0, 1].

Bobosharif K. Shokirov Robust 2012



The setting of the problem
Origins of the Model?

Identifiability
Assumptions

Transformed Model
A Lower Bound for the Mixture Parameter and its Estimator

The Setting of the Problem after transformation

Estimate parameter θ in the model

H(x ; θ) = θF (x) + (1 − θ)G(x), x ∈ [0, 1], (θ ∈ (0, 1)), (4)

with conditions

(A1)
G(x) > F (x), ∀x ∈ [0, 1], (5)

(A2)
suppG(x) ⊂ [0, 1 − δ], for some δ > 0, (6)

(A3)
F ′(x)

1 − F (x)
≤ G′(x)

1 − G(x)
. (7)

where d.f. F (x) is known, while d.f. G(x) is unknown, x ∈ [0, 1].
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Transformation of the Sample

Lemma

Let �n = {X1, . . . ,Xn} be a sample of size n drawn from d.f. H(x).
Then sample �n = {Y1, . . . ,Yn} of size n drawn from the
complementary cumulative distribution function (c.c.d.f.)
(1 − H(x))/(1 − F (x)) could be obtained from �n by

y = H
−1

(
1 − H(x)
1 − F (x)

)
, H(x) = 1 − H(x).

Let us call �n the original sample and �n its transformed sample.
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A Lower Bound and its Estimator

Theorem

Let �n be the original sample and �n be its transformed sample and
1 ≤ k ≤ n. Assume the following conditions hold:

G(x) > F (x), ∀x ∈ [0, 1], (8)

SG ⊂ [0, 1 − δ], for some δ > 0, (9)

and
F ′(x)

1 − F (x)
≤ G′(x)

1 − G(x)
. (10)
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A Lower Bound and its Estimator (cont.)

Theorem (cont.)

Assume that ϕ(x) is a strictly decreasing function on the interval
[0, 1] such that ϕ(0) = −ϕ′(0) = 1 and satisfies the relation

d2

dx2

[
ϕ−1

(
1 − H(x)
1 − F (x)

)]
≥ 0. (11)

Then for the mixture parameter in the model (4) the inequality

θ ≥ 1 − H(X ) − F (X )

F (X )(1 − ϕ(YRH (y0)))
(12)

holds and the estimator of its lower bound, which serves as an
estimator of θ in the model (4), can be expressed as
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A Lower Bound and its Estimator (cont.)

Theorem (cont.)

θ∗n = max
{

1 − k
n[1 − ϕ(YRn(y0))]

, 0
}
, (13)

where Y is defined as

max {Y1, . . . ,Yk} ≤ Y ≤ min {Yk+1, . . . ,Yn} , k ≤ n, (14)

y0 ∈ (0, Y ), x0 is such that H(y0) · F (x0) = H(x0) and

Rn(y0) =
1
y0

ϕ−1
(

1 − Hn(x0)

1 − F (x0)

)
,

Hn(x) is the empirical d.f., constructed by the sample {X1, . . . ,Xn}.
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Thank You!
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