Numerical Solution of ODEs
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Convergence Analysis

Theorem 2.23. Let there exist a positive constant C such that the local discretisation error is
bounded by
d(t +1,t,u(t)) < OrPTH

for all 7 < 71, t € [to,T]. Consider an equidistant partition {tj}j-V:O and approzimate solution
{u;};Lo, where

Up = Zo, uj+1:w(tj+17tj7uj)7 J:O,aN_l
Then,
eAltj—to) _ 1

lu(t;) — ujll < n

Cr?, j=1,...,N.
Here, p is the order of the method.

If we study the error at the last time step

eA(T—to)_l
) x| < S =L,
—_——

N —

En K — constant

then,
log,o En < log;g K + plogo 7.

Hence, we should observe asymptotically as 7 — 0 that
logio En = g+ plogyy T,

where ¢ = log;, K is a constant.

Adaptive Timestepping
Algorithm 2.1. Given two one step methods

1) — Order p
1 — Order p + 1.

we define adaptive timestepping at each timestep as:

7 < max(7,tol)

§ ||t + 7, t,2) — ot +7,t,2)|
while § > tol do

tol)l/(PJrl)

T<—T(T

0« H’lz}(t—‘rT,t,al‘) —(t + T,t,m)H
end while



Accept 7 > it now holds that }M(t +1tx)— Y+, t,x)” < tol
te=t+7
x < Y(t+T1,t )

We provide three implementations of an algorithm with p = 1:
odel12_1.m Basic algorithm (using Euler and Heun)
ode12_2.m Adds damping to the timestep size update to prevent large changes.

ode12.m Adds heuristics for the initial timestep size.

Exercises

1. Modify one_step_order.m to calculate the order of the Runge, Runge-Kutta, Heun, Implicit
Euler, and Crank-Nicholson methods, using the logistic equation

2'(t) = (a — bx(t))x(t), t €10,2],
x(0) = o,

with a = b =1, xg = 2, and known exact solution

¢

Toe
t) = ————~.
z(®) 1—29(1 —et)

Remark. Note that the implicit Euler method ieuler may not converge for 7 = 1/2. There-
fore, the convergence analysis code needs to be changed to start from 7 = 1/a4.

2. Modify ode12 to use Euler (order p = 1 method) and Runge (order p+1 = 2 method). Solve

2 (t) = (f)gggg _lfgggg) x(t), t €10,0.1], (1)

0= (7). @)

implemented by linsystem.m, using this method.



