NMSA405: exercise 8 — optional sampling theorem

Exercise 8.1: (Proposition 3.4) Under the assumptions of the Theorem 3.3 show that the condition
Xp €Ly and [ XFdP — 0

n—oo

is equivalent to the uniform integrability of the sequence (X7,, ). Recall that T' < co almost surely.

Exercise 8.2: Let (X,,) be a sequence of iid random variables with P(X; = 1) = P(X; = —1) = 1/2
and let S, = Y7, 2" 1 X}, n € N. Consider the first hitting time 7 of the sequence (S,,) of the set
{1}. Then for (S,) and T the optional sampling theorem does not hold. Show that ES; # ESr and the

condition lim,,_ o f[T>n} | S| dP = 0 is not fulfilled.

Exercise 8.3: (remark to the Theorem 3.5) Let (X)) be a F,-martingale and T' < oo a.s. be a F,-
stopping time. Show that the condition

J0<e<o:T>n=|X,|<c as.

does not imply the condition

XpeLi and [y, [Xa|dP — 0

from the Theorem 3.3.
Hint: Consider the sequence X, = > ,_, 3FY};, where (Y}) is a sequence of iid random variables with the
uniform distribution on {—1,0,1}.

NMSA405: exercise 9 — discrete and non-trivial random walk

Definition: Let (X,,) be an iid random sequence such that P(X; = 1) = pand P(X; = -1)=1—-p
where p € [0, 1]. We call the corresponding random walk (S,,) a (simple) discrete random walk. If p = 1/2
we get the symmetric simple random walk.

Exercise 9.1: Consider the stopping time TP = min{n € N: S,, ¢ B} defined as the first exit time of
the discrete random walk S,, from the bounded set B € B(R) and the stopping time T, = min{n € N :
Sy, = a} defined as the first hitting time of the random walk S,, of the set {a} for a € Z. Show that

1. TP < o0 as.,

2. T, <0 as. ifp=1/2.

Exercise 9.2: Show that the discrete random walk fulfills

(i) Sp — 0 as. < p>1/2,
n—oo

(ii) S, — —oo as. <= p<1/2,

n— oo

(iii) limsup,,_ o Sn = 00 a.s.,, liminf, ,o S, = —00 a.s. <= p=1/2.

Exercise 9.3: Consider a discrete symmetric random walk (S,,). For a,b € Z, a < 0, b > 0, we define
Top = min{n € N: S, ¢ (a,b)} as the first exit time of S,, from the interval (a,b). Show that in that
case

b
P(St,, =a) = " a and ET,; = —ab.

Corollary: (i) ET? < o for any bounded set B € B(R), (ii) ET, = oo for any b € Z, b # 0.

Exercise 9.4: Let (S,) be a symmetric simple random walk and let A < 0 < B be independent
integrable random variables, independent of (S,,). Denote ' = min{n € N : S,, ¢ (A, B)}. Show that in
that case

P(Syr=A)=E and ET =-EA-EB < .

B—-A



Definition: The random sequence S, = >.;_; Xy, n € N, where (X,,) is an iid random sequence and
P(X; # 0) > 0 is called a non-trivial random walk.

Theorem 3.10: Let TP be the first exit time of the non-trivial random walk (S,,) from the bounded
set B € B(R). Then E(T5)" < o for any r € N.

Idea of proof: There is m € N such that p = P(|S,,| > d) > 0 where d is the diameter of the set BU {0}.
Consider the stopping time 7 = inf{k € N : [S;x — S;yk—1)| > d}. Then 7 has a shifted geometrical
distribution with parameter p and T2 < mr.

NMSA405: exercise 10 — convergence theorems
Exercise 10.1: Give an example of a martingale which converges to the random variable X, € L;
almost surely but not in L.
Exercise 10.2: Let (Y;,) be a sequence of independent random variables such that
P(Y,=2"-1)=2", P(Y,=-1)=1-2", neN.

Check that X,, = ZZ:1 Y}, is a martingale. Show that X,, =2 —oo and hence the assumptions of the
n— oo

martingale convergence theorems cannot be fulfilled.

Exercise 10.3: (martingale proof of the Kolmogorov 0-1 law) Let X = (X1, Xs,...) be a sequence of
independent random variables and F' = [X € T] where T' € T is a terminal set. Show that

VneN E[lp | Fu] =P(F) as. and at the same time E[lp | Fl 1_S> 1p.

From this conclude that P(F') is either 0 or 1.



