5.4. Systems of linear equations.
System ofn equations witth unknowns:

1171 + A2+ + ATy = bl

9171 + Q99%o + - - - + G2 T, = by

(S)

Am1T1 + ApaX2 + -+ - + Qpp Ty = bm

Matrix notation
Ax = b,

ail ... Qin b1
WhereA:<; ;)EM(an),b:<:

aml -+ Qmn bm

xr1

)GM(mxl)am:<g>€M(nx1).

Theorem 5.17(on systems with square matrixlet A € M(n x n). Then the following are
equivalent.

(i) The matrix A isinvertible.
(if) The system (S) hasfor each b a unique solution.
(iii) The system (S) hasfor each b at least one solution.

Remark. The previous theorem says the following:

e If A isinvertible, then for each the system (S) has a unique solution.

e If A is notinvertible, then for somkthe system (S) has no solution.
It can be moreover shown, that, providéds not invertible, then for somk the system (S) has
infinitely many solutionsff = o works). This follows from the next section.

Theorem 5.18(Cramer’s rule) Let A € M(n x n) be an invertible matrix, b € M(n x 1),
x € M(n x1),and Az = b. Then

apxp ... Q141 bl aij+1 --. Qin
- Qpy1  -.. QApj—1 bn Qpj4+1 --- Qpn
’ det A
forj=1,...,n.
Definition. The matrix
ayy ... Qip bl
(Alb) =
Al -+ Q| bm

is calledaugmented matrix of the system (S).
Gauss elimination method.Consider the system (S).

e Let T be a transformation of matrices with rows. Suppose that L A andb - b,
Then the system’z = b’ has the same set of solutions as the system (S).

e The augmented matrix of the system (S) can be transformeddw @chelon matrix
(A’|b"). Thus solving the system (S) can be reduced to solving thtersys'z = b/,
which is much simpler.

e One can use only the original version of the transformati@n, a finite sequence of
elementaryow transformations.



Theorem 5.19(solvability of a linear system)The system (S) has a solution if and only if the
matrix has the same rank as the extended matrix of the system.

Remark. The system (S) has a solution if and only if the vediaran be expressed as a linear
combination of the columns of the matux

5.5. Matrices and linear mappings.

Definition. We say that a mapping: R” — R™ islinear if

(i) YVu,v e R": f(u+v) = f(u)+ f(v),
(i) VA € RVu e R": f(\u) = A f(u).

Definition. Leti € {1,...,n}. The vector
0

... 1-th coordinate

o
I
-
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is calledi-th canonical vector of the spac&™. The set{e', ..., e"} of all canonical vectors in
R" is calledcanonical basis of the space R™.

The properties of canonical vectors:
(Ve eR"3IN,..., \, €R:z = \el +---+ \,e",
(i) the vectorse!, ..., e" are linearly independent.

Theorem 5.20(representation of linear mappingghe mapping f: R™ — R™ islinear if and
only if there existsa matrix A € M (m x n) such that

ayy ... Qip (A}
Vu e R": f(u) = Au = P, Fl.
A1 -+ - Qmn Up,

Remark. The matrixA from the previous theorem is uniquely determined and isdalere-
presenting matrix of the linear mapping.

Theorem 5.21(representing matrix of a composition)et f: R™ — R™ be a linear mapping
represented by matrix A € M(m x n) ag: R™ — R* be a linear mapping represented by a
matrix B € M (k xm). Then the composed mapping go f: R™ — R* islinear and isrepresented
by the matrix BA.

Theorem 5.22.Let amapping f/: R™ — R™ belinear. Then the following are equivalent.
(i) The mapping f isabijection (i.e., f isaninjective mapping R" onto R™).

(i) The mapping f isan injective mapping.

(iii) The mapping f isa mapping R™ onto R".



