5.2. Invertible matrices and rank of a matrix.

Definition. LetA € M (nxn). We say that\ is aninvertible matrix, if there exist® € M (nxn)
such that
AB =BA =1L

Definition. We say thaB € M (n xn) is aninverseof a matrixA € M(nxn), if AB = BA = 1.

Remark.

e Amatrix A € M(n x n) is invertible, if and only if it has an inverse.

e Each matrixA € M(n x n) has at most one inverse. If it exists, it is denotediby.

o If A,B € M(n x n) are such thahB = T, then alsdBA = I, henceB = A~!. (This is
not obvious, it follows from the section 5.5)

Theorem 5.4(invertibity and matrix operations) et A, B € M(n x n) beinvertible. Then we
have:

(i) A-'isinvertibleand (A) " = A,

(i) AT isinvertibleand (A") ™' = (A™)",

(iii) ABisinvertibleand (AB)~' =B 'A~".

Definition. Let v!,...,v* € R" be vectorsLinear combination of vectorsv!, ..., v* is an
expression\;v! + --- + \,v*, where),, ..., \, € R. By trivial linear combination of vectors
v', ..., v* we mean the linear combination v! + - - - + 0 - v*. Linear combination, which is

not trivial, is callednontrivial.

Definition. We say that vectors®, . . ., v* arelinearly dependent, if there exists their nontrivial
linear combination, which is equal to the zero vector.

We say that vectors', . . ., v* arelinearly independent, if they are not linearly dependent, i.e.,
if whenever)\,, ..., \; € Rsatisfy\jv! + -+ \v* = o, then); = Xy = --- = )\, = 0.

Definition. Let A € M(m x n). Rank of the matrixA is the maximal number of linearly inde-
pendent row vectors af. Rank ofA is denoted byk(A).

Remark. rk(A) = k£ means that there is/atuple of rows which is linearly independent and that
any (k + 1)-tuple of rows is linearly dependent.

Definition. We say that\ € A (m x n) is in therow echelon form, if for eachi € {2,...,m}
we have, that either th&h row of A is a zero vector or the number of zeros at the beginning of
theith row is strictly bigger than the number of zeros at the beigig of (: — 1)th row.

Remark. The rank of a row echelon matri is equal to the number of nonzero rowsAof

Definition. Elementary row transfor mations of the matrixA are defined as:

() interchange of two rows,
(i) multiplication of a row by a nonzero real number,
(i) addition of a multiple of a row to another row.

Definition. Transformation is defined as a finite sequence of elementary row transfaomstif
the matrixB € M (m x n) was created fromd € M (m x n) applying a transformatiofi’ to A,

then this fact is denoted ki % B.

Theorem 5.5(properties of transformation)



(i) Let A € M(m x n). Then there exists a transformation transforming A to a row echelon
matrix.
(ii) Let 77 be a transformation applicable to m-by-n matrices. Then there exists a transfor-

mation 75 applicable to m-by-n matrices such that if A L B for some A, B € M(m x n),

thenB 4 A.
(iii) Let A,B € M(m x n) and there exist a transformation 7" such that A % B. Then rk(A) =
rk(B).

Theorem 5.6 (multiplication and transformation}et A € M(m x k), B € M(k x n),C €

M(m x n) and we have AB = C. Let T be a transformation and A s A’ and C ~~ C'. Then we
have A'B = C'.

Lemmab5.7.Let A € M(nxn)andrk(A) = n. Then there exists a transformation transforming
Atol

Theorem 5.8.Let A € M(n x n). Then A isinvertibleif and only if rk(A) = n.

Remark.

e Similarly as elementary row transformations one can dedigeentary column transfor-
mations. A finite sequence of elementary column transformationisas talled aolumn
transfor mation.

e Itis not hard to check that a column transformation does hange the rank of a matrix.

e Using this fact it is easy to deduce that(A) = rk(A”) for any matrixA. (Let us
transformA to a row echelon matri® by a transformation. Therk(A) = rk(B) and,
moreover, by the previous itemk(AT) = rk(B?). Finally, it is not hard to check that
rk(B) = rk(B7?).)



