
CURVES AND FUNCTION FIELDS

Motivation

Objective: to build an (algebraic) apparatus for describing curves over �nite �elds.
Idea: generalization of geometric theory (with geometrically descriptive analogies)
Key tool: description of the structure of function �elds (places ↔ points at a curve)
Key problem: situation R ⊆ C easier than Fq ⊆ Fq ([C : R] = 2 vs. [Fq : Fq] =∞)

Lecture structure:

(1) Rings - algebras over a �eld, valuation rings,
(2) Polynomials - WEP, coordinate rings,
(3) Ideals - places in function �elds,
(4) Spaces - divisors, Weil di�erentials,
(5) Groups - function �elds of elliptic curves.

1. Algebras over a field

A ring always means commutative ring with operations +, −, ·, 0 and 1 and we will
usually write R instead (R,+,−, ·, 0, 1).

T&N. Let K be a �eld and A a ring containing K as a subring. Then A is called
K-algebra (or algebra over K). If A and B are two K-algebras, then f : A → B is
a homomorphism of K-algebras, if it is a ring homomorphism and f(k) = k for every
k ∈ K.

K always denotes a �eld and R ≤ K means that R a subring of K.

Observation. If A and B are K-algebras and I is a proper ideal of A, then

(1) A/I is a K-algebra,
(2) A is a vector space over K and I is its subspace,
(3) if f : A→ B is a homomorphism of K-algebras, then f is K-linear.

T&N. Let R be a ring, M ⊂ R a a ∈ R. Then (M) denotes the ideal of R generated
by the set M and (a) := ({a}). R[x1, . . . , xn] denotes a polynomial ring over R and
K(x1, . . . , xn) is a �eld of fractions of K[x1, . . . , xn].

Example 1.1. (1) K[x], K[x, y], K(x)[y] and K(x, y) are K-algebras.
(2) R, C, Q[

√
2] are Q-algebras.

(3) Q[x] ∼= Q[π] 6∼= Q(π) ∼= Q(x) are Q-algebras.

T&N. If A and B are two vector spaces over K (for short K-spaces), then HomK(A,B)
is an abelian group of all linear maps A→ B and C ≤ A means that C is a subspace of
A.
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Lemma 1.2. If A a B are two vector spaces over K, I ≤ A, J ≤ B such that ϕ ∈
HomK(A,B) satis�es ϕ(I) ⊆ J , then ϕ̃(a + I) = ϕ(a) + J is a well-de�ned linear map
ϕ̃ ∈ Hom(A/I,B/J) and

(1) ϕ̃ is injective i� ϕ−1(J) = I,
(2) ϕ̃ is surjective and J ⊆ ϕ(A) i� ϕ is surjective.

Lemma 1.3. Let V be a vector space over K such that A,B,C ≤ V , and A ≤ C.

(1) A+ (B ∩ C) = (A+B) ∩ C,
(2) if dim(C/A) <∞, then dim((C+B)/(A+B)) = dim(C/A)−dim((C∩B)/(A∩B)).

T&N. If V is a vector space over K A ≤ V , then we denote

V ∗ = HomK(V,K) and Ao = {f ∈ V ∗ | f(A) = 0}.

Lemma 1.4. Let V be a vector space over K and A,B ≤ V , then

(1) V ∗ is a vector space over K and Ao, Bo ≤ V ∗,
(2) Ao ∼= (V/A)∗,
(3) if dim(V/A) <∞, then Ao ∼= V/A,
(4) if A ≤ B, then Bo ≤ Ao,
(5) (A ∩B)o = Ao +Bo, (A+B)o = Ao ∩Bo,

Proposition 1.5. Let K ⊆ L be an extension of the �elds, V an L-space. Then V is a
K-space and we can de�ne multiplication by each l ∈ L on V ∗ by the rule lϕ(v) = ϕ(lv)
for all ϕ ∈ V ∗ = HomK(V,K) and v ∈ V . Then

(1) lϕ ∈ V ∗ ∀l ∈ L, ϕ ∈ V ∗,
(2) V ∗ is an L-space,
(3) if AK ≤ VK and α ∈ L \ {0}, then α−1Ao = (αA)o.

2. Algebraic function fields

T&N. Let R be a subring of a �eld K, and V a K-space. We say that A ⊂ V is linearly
dependent (LD) over R, if ∃{a1 . . . , ak} ⊆ A a ∃r1, . . . , rk ∈ R\{0} such that

∑
i riai = 0,

otherwise A is linearly independent (LI) over R.

Lemma 2.1. Let R be a domain, K its fraction �eld, V a vector space over K and
M ⊂ V . Then M is LI over R ⇔ M is LI over K.

Lemma 2.2. Let V be a vector space over K(x) and v1, . . . , vn ∈ V . Then v1, . . . , vn is
LD over K(x) ⇔ ∃a1, . . . an ∈ K[x] such that

∑
i aivi = 0 and aj(0) 6= 0 for at least one

j.

T&N. Let R be a ring and A,B ⊂ R, then we denote
AB := 〈ab | a ∈ A, b ∈ B〉 a subgroup of the additive group (R,+,−, 0) generated by

the set {ab | a ∈ A, b ∈ B},
A[B] := {f(b1, . . . , bk) | k ∈ N, f ∈ A[x1 . . . , xk], b1, . . . , bk ∈ B},
A[b1, . . . , bk] := A[{b1, . . . , bk}] pro b1, . . . , bk ∈ R.

Observation. Let R be a ring and A,B,C ⊂ R, then

(1) AB = BA and A(BC) = (AB)C,
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(2) if A,B are subrings (ideals) of R, then AB = A[B] is a subring (AB is an ideal)
of R,

(3) A[b1, . . . , bk] = {f(b1, . . . , bk) | f ∈ A[x1 . . . , xk]} ∀b1, . . . , bk ∈ R.

In the sequelK ⊆ Lmeans a �eld extension ofK by L and recall that [L : K] = dimK L
and [U : K] = [U : L][L : K] for extensions K ⊆ L ⊆ U .

Proposition 2.3. Let K ⊆ L be an algebraic extension.

(1) If B is a basis of L as a K-space, then B is a basis of L(x) as a K(x)-space,
(2) [L(x) : K(x)] = [L : K].

Lemma 2.4. Let V be a K(x)-space and M ⊂ V . Then

M is LD overK(x) ⇔ {vxj | v ∈M, j ≥ 0} is LD over K.

De�nition. Let K ⊆ L. L is called an algebraic function �eld (AFF) over K , if ∃α ∈ L
transcendental over K for which [L : K(α)] <∞.

Example 2.5. (1) R(x) and C(x) are an AFF over R.
(2) Q( 3

√
5)(x) = Q( 3

√
5, x) ∼= Q( 3

√
5, π) ⊆ R, then Q( 3

√
5, x) is an AFF over Q.

(3) Let g ∈ K[x, y] be an irreducible polynomial, R := K[x, y]/(g), L be a fraction
�eld of R. Put ξ := x + (g) and υ := y + (g). Then R = K[ξ, υ] and L = K(ξ, υ).
Assume to contrary that ξ, υ are both algebraic over K, then [K(ξ, υ) : K] < ∞, hence
R = K[ξ, υ] = K(ξ, υ) = L, which implies (g) ∩ K[x] 6= 0 and (g) ∩ K[y] 6= 0. Then
g ∈ K∗, a contradiction. Thus ξ or υ is transcendental over K. Let w.l.o.g. α := ξ
transcendental, then g(α, υ) = 0, and so [L : K(α)] < ∞. We have proved that L is an
AFF over K.

Lemma 2.6. If K ⊆ U ⊆ L are �eld extensions, L is an AFF over K and U is algebraic
over K, then [U : K] <∞.

T&N. Let K ⊆ L and L be an AFF over K, then

K̃ := {α ∈ L | [K(α) : K] <∞}
is said to be the �eld of constants (of the AFF).

Corollary 2.7. K̃ is a sub�eld of L and [K̃ : K] <∞ for any AFF L over K.

Theorem 2.8. Let K ⊆ L, α be transcendental over K and [L : K(α)] <∞. Then the
following conditions are equivalent for each u ∈ L:

(1) [L : K(u)] <∞,
(2) ∃g ∈ K[x, y] for which g(x, u) 6= 0 and g(α, u) = 0,
(3) u is transcendental over K.

3. Valuation rings

K is a �eld. R ≤ K means that R is a subring of K and R∗ is the group of invertible
elements of R.

T&N. The notation (R,M) means that R is a local ring with the unique maximal ideal
M .
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Observation. The following conditions are equivalent for an ideal M of a ring R:

(1) (R,M) is a local ring,
(2) each proper ideal of R is contained in M ,
(3) M = R \R∗,
(4) R∗ = R \M .

Lemma 3.1. Let (R,M) be a local ring and A a �nitely generated ideal such that
AM = A. Then A = 0.

Proposition 3.2. Let (R,M) be a local domain with M = (t) for t 6= 0 and put
A :=

⋂
iM

i =
⋂
i(t

i). Then

(1) for each s ∈ R \ A there exist unique i ≥ 0 and unique u ∈ R∗ such that s = tiu,
(2) if A is �nitely generated, then A = 0.

T&N. Recall that a ring R is noetherian if all its ideals are �nitely generated, and R is
uniserial if for every pair of ideals I, J either I ⊆ J or J ⊆ I.

Corollary 3.3. If (R,M) is a noetherian local domain with the �eld of fractions K and
M = (t) for some t ∈M , then

(1) for each s ∈ R\{0} there exist unique i ≥ 0 and unique u ∈ R∗ such that s = tiu,
(2) for each s ∈ K \{0} there exist unique i ∈ Z and unique u ∈ R∗ such that s = tiu,
(3) R is a uniserial principal ideal domain.

T&N. If R ≤ K, R is called a valuation ring (VR) of K if for every α ∈ K∗ either α ∈ R
or α−1 ∈ R.
Observation. Let K be the fraction �eld of a domain R and let i : K∗ → K∗ is de�ned
i(α) = α−1.

(1) R is a VR ⇒ R is uniserial ⇒ R is local,
(2) i(R∗) = R∗

(3) if R is a VR, then i(M \ {0}) = i(R \ (R∗ ∪ {0}) = K∗ \R.
Example 3.4. (1) Z(p) = {a

b
| a ∈ Z, b ∈ N, p does not divide b} is a VR for each prime

p (of the �eld of fractions Q).
(2) Rx,y = { r

s
∈ R(x, y) | r, s ∈ R[x, y], s(0, 0) 6= 0} ⊆ R(x, y) is noetherian local

domain with the maximal ideal (x, y), which is not a VR: for instance neither x+y
xy

nor
xy
x+y

belongs to Rx,y.

Lemma 3.5. Let R ≤ K, α ∈ K \ R such that α−1 /∈ R. If J is a proper ideal of R,
then either J [α] ( R[α] or J [α−1] ( R[α−1].

Theorem 3.6. Let R ≤ K and I be an ideal satisfying 0 6= I 6= R.

(1) There exists a VR S of K with the maximal ideal M , for which R ⊆ S ( K and
I ⊆M .

(2) If R is maximal subring of K, then it is a VR.

Observation. Let Rj, j = 1, 2, be valuation rings of K, 0 6= Mj = Rj \ R∗j and de�ne
i(a) = a−1 ∀a ∈ K∗. Then

(1) M1 ⊆M2 ⇔ K \R1 = i(M1 \ {0}) ⊆ i(M2 \ {0}) = K \R2 ⇔ R2 ⊆ R1,
4



(2) M1 = M2 ⇔ R1 = R2.

Observation. If R is a subring of a ring S and P is a prime ideal of S, then P ∩R is a
prime ideal of R.

Lemma 3.7. Let Ri be a noetherian VR of K with the maximal ideal 0 6= Mi = Ri \R∗i
for = 1, 2. Then for i = 1, 2

(1) Ri is a principal ideal domain, in particular Mi is principal,
(2) Ri is a maximal subring of K,
(3) M1 ⊆M2 ⇔ M1 = M2 ⇔ R1 = R2 ⇔ R1 ⊆ R2.

4. Discrete valuation rings

In this section, R is a domain and R ≤ K means that K is the �eld of fractions of R.

De�nition. A map ν : K → Z ∪ {∞} is a discrete valuation (DV) of K if for each
a, b ∈ K:

(D1) ν(ab) = ν(a) + ν(b),
(D2) ν(a+ b) ≥ min(ν(a), ν(b)),
(D3) ν(a) =∞ i� a = 0.

ν is said to be the trivial discrete valuation if ν(K∗) = 0.

We will suppose that all discrete valuations are nontrivial.

T&N. Let R ≤ K, where R is noetherian and p ∈ R a prime element. For each
a, b ∈ R \ {0} let us de�ne

νp(a) = max{i | pi/a}, νp

(a
b

)
= νp(a)− νp(b), νp(0) =∞.

Example 4.1. Let R ≤ K, R be noetherian, and p a prime element. Then νp is a
correctly de�ned discrete valuation of K.

Note that if (R, (p)) is a local ring, then p is prime.

Observation. Let ν be a discrete valuation of K and let us de�ne

S = {x ∈ K | ν(x) ≥ 0}, M = {x ∈ K | ν(x) > 0}.
Then for each x ∈ K∗

(1) ν|K∗ is a group homomorphism of (K∗, ·,−1 , 1) into (Z,+,−, 0) by (D1), hence
ν(1) = ν(−1) = 0 a ν(x−1) = −ν(x),

(2) S is a subring of K, M its ideal and S is a VR of K,
(3) ν(x) = 0 ⇔ ν(x−1) = −ν(x) = 0 ⇔ x ∈ S∗, M = S \ S∗ is the maximal ideal of

S,
(4) if I 6= 0 is an ideal of S and a ∈ I \ {0} is of minimal value ν(a), then (a) = I,

since for b ∈ I satisfying ν(b) ≥ ν(a) we get ν(ba−1) ≥ 0, hence ba−1 ∈ S a
b = aba−1 ∈ (a),

(5) S is a principal ideal domain.

De�nition. Let R ≤ K. R is said to be a discrete valuation ring (DVR), if there is a
discrete valuation ν such that R = ν−1(〈0,∞〉) = {a ∈ K | ν(a) ≥ 0}.
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Proposition 4.2. The following is equivalent for a domain R which is not a �eld:

(1) R is a discrete valuation ring,
(2) R is a noetherian valuation ring,
(3) R is a local principal ideal domain,
(4) R is a noetherian local ring such that its maximal ideal is principal.

T&N. If R is a DVR with the maximal ideal (t) then t is called a uniformizing element
and νt is a normalized discrete valuation (NDV).

Example 4.3. For a noetherian domain R and a prime element p, the localization R(p)

is a DVR with the discrete valuation νp from 4.1.
In particular, Z(p) ≤ Q from 3.4(1) is a DVR for each prime p.

Lemma 4.4. Let R ≤ K and R be a DVR with a uniformizing element t. Then for each
DV µ with R = µ−1(〈0,∞〉) there exists unique k ∈ N for which µ = kνt.

Corollary 4.5. Let ν be a DV of K. Then ν is a NDV ⇔ ∃t ∈ K : ν(t) = 1.

Lemma 4.6. If ν is a DV of K and a, b ∈ K satis�es ν(a) 6= ν(b), then ν(a + b) =
min(ν(a), ν(b)).

T&N. Let L be an AFF over K. We say that R is a valuation ring of the AFF L over
K, if R is a valuation ring of L and K ⊆ R. ν is a (normalized) discrete valuation of the
AFF L over K, if ν is a (normalized) discrete valuation of L and ν(K∗) = 0.
We de�ne ν∞(a

b
) = deg(b) − deg(a) for a, b ∈ K[x] \ {0} on the AFF K(x) and

ν∞(0) =∞.

Observation. x−1 is a prime element ofK[x−1] (∼= K[x]), K(x) = K(x−1) and ν∞ = νx−1

is a NDV of the AFF K(x) over K.

Proposition 4.7. A normalized discrete valuation of the AFF K(x) over K is either ν∞
or νp for an irreducible polynomial p ∈ K[x].

In the sequel, L is an AFF over K and K̃ its �eld of constants.

De�nition. Let us de�ne

PL/K = {M ⊂ L | ∃ a valuation ring of the AFF L over K R : K ⊆ R ( L,M = R\R∗}.
Every element P ∈ PL/K is said to be a place of the AFF L over K, OP denotes a VR of
the AFF determined by P and the number

degP = dimK(OP/P ) = [OP/P : (K + P )/P ]

is called degree of P .

Theorem 4.8. If P ∈ PL/K , then
(1) K̃ ⊆ OP ,
(2) OP is a uniquely de�ned discrete valuation ring,
(3) degP <∞.

T&N. For any P ∈ PL/K denote by νP = νt the NDV determined by OP where P = (t).

Let a =
∑
ai1...inx

i1
1 . . . x

in
n ∈ K[x1, . . . , xn]. Then mult(a) = min(

∑n
j=1 ij | ai1...in 6= 0)

is called multiplicity of the polynomial a.
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Observation. If a ∈ K[x], then mult(a) = max{i ≥ 0 | xi divides a}, hence it is the
multiplicity of the root 0.

Lemma 4.9. Let z ∈ L \ K̃, a ∈ K[x], P ∈ PL/K . Then
(1) ∃ Q1, Q2 ∈ PL/K for which νQ1(z) > 0 > νQ1(z),
(2) νP (z) ≥ 0 ⇒ νP (a(z)) ≥ 0,
(3) νP (z) > 0 ⇒ νP (a(z)) = mult(a) · νP (z),
(4) νP (z) < 0 ⇒ νP (a(z)) = deg(a) · νP (z) .

5. Weierstrass equations

Recall that K is a �eld. K ≤ L denotes a �eld extension and n ∈ N.

T&N. Let K ≤ L and A be a K-algebra. Denote
EndK(A) = {ϕ : A→ A | ϕ is a K-homomorphism}
AutK(A) = {ϕ ∈ EndK(A) | ϕ is a bijection}
Let A ∈ Kn×n, b ∈ Kn, de�ne a map ϑA, τb : Kn → Kn by rules ϑA(v) = Av,

τb(v) = v + b. Denote Affn(K) = {τbϑA | A ∈ GLn(K), b ∈ Kn}, elements of Affn(K) are
called a�ne maps.

Observation. Let K ≤ L, A,B ∈ Kn×n, b, c ∈ Kn. Then

(1) τbτc = τb+c, ϑAϑB = ϑAB, ϑAτb = τϑA(b)ϑA,
(2) τbϑA is a bijection ⇔ A ∈ GLn(K),
(3) Affn(K) is a subgroup of the permutation group S(Kn),
(4) Affn(K) is a subgroup of Affn(L), where we identify τbϑA on Kn and Ln.

T&N. Let σ ∈ Affn(K) and x = (x1, . . . , xn). De�ne σ∗ ∈ EndK(K[x]) by

σ∗(f(x1, . . . , xn)) = f(σ((x1, . . . , xn))),

where σ is viewed as an element of Affn(K(x)). Elements of Aff∗n(K) = {σ∗ | σ ∈
Affn(K)} are said to be a�ne automorphisms.

Observation. Let σ, ρ ∈ Affn(K), x = (x1, . . . , xn) and f ∈ K[x]

(1) ρ∗σ∗(f(x)) = ρ∗(f(σ(x))) = f(σρ(x)) = (σρ)∗(f(x)),
(2) id∗Kn = idK[x], (σ−1)∗ = (σ∗)−1,
(3) Aff∗n(K) is a subgroup of Aut(K[x]).

T&N. Denote

- Tn(K) = {(dij) ∈ Kn×n | dii 6= 0∀i, dij = 0∀i < j},
- Un(K) = {(dij) ∈ Tn(K) | dii = 1∀i},
- Dn(K) = {(dij) ∈ Tn(K) | dij = 0∀i 6= j}.

Observation. Tn(K), Un(K) a Dn(K) are subgroups of GLn(K) and it holds that
Tn(K) = Un(K)Dn(K) = Dn(K)Un(K).

De�nition. Let f, g ∈ K[x] such that deg g ≤ 1, deg f = 3, lc(f) = 1. Then the equation
of the form y2 + yg(x) = f(x) is called a Weierstrass equation (WE), any polynomial
y2 + yg(x)− f(x) ∈ K[x, y] is said to be a Weierstrass (equation) polynomial (WEP).
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Observation. Let w = y2 + yg(x)− f(x)) ∈ K[x, y] be a WEP, A =

(
1 0
u 1

)
∈ U2(K),

b =

(
b1
b2

)
∈ K2.

(1) τ ∗b (w) = (y+ b2)
2 + (y+ b2)g(x+ b1)− f(x+ b1) = y2 + y(2b2 + g(x+ b1))− (f(x+

b1)− b22 − b2g(x+ b1)) is a WEP,
(2) ϑ∗A(w) = (y+ux)2+(y+ux)g(x)−f(x) = y2+y(2ux+g(x))−(f(x)−u2x2−uxg(x))

is a WEP,
(3) U∗ = {(τcϑB)∗ | c ∈ K2, B ∈ U2(K)} is a subgroup of Aff2(K) and σ∗(w) is a

WEP for each σ∗ ∈ U∗.

Lemma 5.1. If charK 6= 2 and ∈ K[x, y] is a WEP, then ∃A ∈ U2(K) and ∃b ∈ K2 such
that (τbϑA)∗(w) = y2− h(x) for some h ∈ K[x], deg h = 3 and lc(h) = 1, hence y2− h(x)
is a WEP as well.

T&N. A WEP is said to be short, if ∃a2, a4, a6 ∈ K such that it is of the form

(SH1) y2 − (x3 + a4x+ a6) if charK 6= 2, 3,
(SH2) y2 − (x3 + a4x+ a6) or y

2 + xy − (x3 + a4x+ a6) if charK = 2,
(SH3) y2 − (x3 + a4x+ a6) or y

2 − (x3 + a2x
2 + a6) if charK = 3.

By a better choice of b in 5.1 it could be shown the next observation.

Observation. If charK 6= 2, 3 and ∈ K[x, y] is a WEP, then there exists σ ∈ Affn(K)
such that σ∗(w) is a short WEP.

Lemma 5.2. Let λ ∈ K∗, w be a WEP and σ ∈ Aff2(K). Then ∃ WEP w̃ for which

σ∗(w) = λw̃ ⇔ w∃α, δ, γ ∈ K a ∃b ∈ K2such that α3 = δ2 = λ, A =

(
α 0
γ δ

)
and

σ = τbϑA.

If we consider c = δα−1, we get the following easy result:

Observation. Let α, δ ∈ K∗. Then α3 = δ2 ⇔ ∃c ∈ K∗ satisfying δ = c3 a α = c2.

Proposition 5.3. Let w ∈ K[x, y] be a WEP and σ ∈ Aff2(K). Then the following
conditions are equivalent:

(1) there exists λ ∈ K∗ such that λσ∗(w) is a WEP,
(2) there exists a WEP w̃ such that (σ∗(w)) = (w̃),

(3) there exists c ∈ K∗, d ∈ K and b ∈ A2(K) such that A =

(
c2 0
d c3

)
and σ = τbϑA.

T&N. We say that two WEPs w, w̃ ∈ K[x, y] are K-equivalent provided ∃σ ∈ Aff2(K)
satisfying (σ∗(w)) = (w̃) as ideals of K[x, y].

Corollary 5.4. The following conditions are equivalent for two WEPs w, w̃ ∈ K[x, y]:

(1) w and w̃ are K-equivalent,

(2) ∃ c ∈ K∗, d ∈ K and b ∈ K2 such that (τ ∗b ϑ
∗
A(w)) = (w̃) for A =

(
c2 0
d c3

)
,

(3) ∃ c ∈ K∗ and d, b1, b2 ∈ K such that w̃ = c−6w(c2x+ b1, c
3y + dx+ b2).
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Example 5.5. (1) Let w = y2 + y(2x+ 2)− (x3− 4x2 + 1) ∈ R[x, y]. Then w is a WEP.
We �nd a short WEP which is R-equivalent to w. Applying linear algebra machinery we

remove the term 2xy: A =

(
1 0
−1 1

)
∈ U2(R):

ϑ∗A(w) = (y − x)2 + (y − x)(2x+ 2)− (x3 − 4x2 + 1) = y2 + 2y − (x3 − 3x2 + 2x+ 1)

then we use b = (1,−1) to exclude monomials y and x2:

τ ∗b ϑ
∗
A(w) = (y− 1)2 + 2(y− 1)− ((x+ 1)3− 3(x+ 1)2 + 2(x+ 1) + 1) = y2− (x3− x+ 2).

(2) The polynomial w̃ = y2 − (x3 − x+ 2) is
(a) R-equivalent for example to the polynomial y2 − (x3 − 1

16
x + 1

32
) since ϑ∗A1

(w̃) =

64y2 − 64(x3 − 1
16
x+ 1

32
) for A1 =

(
4 0
0 8

)
,

(b) C-equivalent to y2 − (x3 − x − 2), because ϑ∗A2
(w̃) = −y2 − (−x3 + x + 2) for

A2 =

(
−1 0
0 i

)
.

6. Singularities

K denotes the algebraic closure of a �eld K and x := (x1, . . . , xn) in this section.

T&N. Let K ≤ L ≤ K. Let us denote the a�ne spaces

- An := K
n
over a �eld K and

- An(L) := Ln over a �eld L (L-rational points of An).

For a ∈ K[x], M ⊂ K[x] we will denote:

- VM = {α ∈ An | a(α) = 0∀a ∈M} (variety),
- VM(L) = VM ∩ An(L), Va = V{a}, Va(L) = V{a}(L).

If a ∈ K[x, y] and deg a ≥ 1, then Va is said to be an a�ne (planar) curve.

Recall that it is well known that VM = V(M) for each M ⊂ K[x].

Observation. Let a ∈ K[x] and β = (β1, . . . , βn) ∈ An. Then mult τ ∗β(a) ≥ 1 ⇔
mult a(x1 + β1, . . . , xn + βn) ≥ 1 ⇔ a(β1, . . . , βn) = 0 ⇔ β ∈ Va.

T&N. Let a =
∑

i1...in
ai1...inx

i1
1 . . . x

in
n =

∑
j bjx

j
i ∈ K[x], where bj ∈ K[x \ {xi}]. Then

L(a) =
∑

i1...in:
∑
j ij=1

ai1...inx
i1
1 . . . x

in
n =

n∑
j=1

aδ1j ...δnjxj

is called the linear part of a polynomial a and
∂a
∂xi

=
∑

j(j + 1)bj+1x
j
i is a (partial) derivative of a polynomial a in a variable xi.

If α = (α1, . . . , αn) ∈ Va and ci := ∂a
∂xi

(α). Then tα(a) :=
∑

i cixi−
∑

i ciαi =
∑

i ci(xi−
αi) is called a tangent of a (or Va) at the point α, and we say that a (or Va) is smooth at
α if tα(a) 6= 0, and singular at α if tα(a) = 0.

De�nition. Polynomial a (or variety Va) is
- smooth if it is smooth at all points α ∈ Va and
- singular if ∃ a singular point α ∈ Va (such an α is called a singularity of Va).

9



Observation. If a ∈ K[x] and α ∈ Va, then
(1) a is smooth at α ⇔ ∃i ∂a

∂xi
(α) 6= 0,

(2) α ∈ Vtα(a).

Example 6.1. Let w = y2 − (x3 + x− 2) ∈ R[x, y] be a short WEP. Then L(w) = −x,
∂w
∂x

= −3x2 − 1, ∂w
∂y

= 2y.

For α = (1, 0) ∈ Vw we get tα(w) = −4(x− 1).

Lemma 6.2. Let a ∈ K[x], α ∈ An, and σ ∈ Affn(K). Then

(1) tα(a) = τ ∗−α(L(τ ∗α(a))), whenever α ∈ Va,
(2) α ∈ Vσ∗(a) ⇔ σ(α) ∈ Va; in such a case tα(σ∗(a)) = σ∗(tσ(α)(a)),
(3) σ(Vσ∗(a)) = Va,
(4) σ∗(a) is singular at α ∈ Vσ∗(a) ⇔ a is singular at σ(α) ∈ Va.

Corollary 6.3. Let w, w̃ ∈ K[x, y] be K-equivalent WEPs. Then w is smooth ⇔ w̃ is
smooth.

Recall that a polynomial is separable if all its rots in its splitting �eld are simple and
the �eld is perfect, provided all its irreducible polynomials separable.

Proposition 6.4. If w = y2 − f(x) is a WEP for f(x) ∈ K[x], then w has at most 1
singularity. If, furthermore, charK 6= 2, then

(1) w is smooth ⇔ f is separable,
(2) a singularity is K-rational whenever K is perfect.

Example 6.5. (1) y2 − (x3 + 1) ∈ R[x, y] is a smooth short WEP,
(2) (y + 1)2 − (x3 + 1) ∈ F3[x, y] is a singular WEP with the singularity (2, 2),
(3) y2 − (x3 − x2 − x+ 1) ∈ R[x, y] is a singular WEP with the singularity (1, 0).

7. Coordinate rings

Let us denote x := (x1, . . . , xn) and An is an a�ne space over K.

T&N. Let U ⊆ An and α ∈ An. Then

IU = {a ∈ K[x] | a(α) = 0∀α ∈ U}, IU = {a ∈ K[x | a(α) = 0∀α ∈ U}
and Iα = I{α}, Iα = I{α}.

Observation. (1) If I is an ideal of K[x] such that I ∩K[xi] = (ai) 6= 0 ∀i, then K[x]/I
is generated as a K-space by the set {

∏
i x

ji
i | ji < deg(ai)}, hence dimK K[x]/I ≤∏

i deg(ai) <∞.
(2) If R is a domain and a K-algebra satisfying dimK R <∞, then K[α] is a �eld for

every α ∈ R, thus R is a �eld as well.

Lemma 7.1. Let α = (α1, . . . , αn) ∈ An

(1) Iα is a maximal ideal,
(2) α ∈ An(K) ⇔ K + Iα = K[x] ⇔ Iα = (x1 − α1, . . . , xn − αn).

Lemma 7.2. Let K ≤ L be an extension such that [L : K] <∞ and I an ideal of K[x].

(1) (IL[x]) ∩K[x] = I,
10



(2) if I is prime with I ∩K[xi] 6= 0 for all i = 1, . . . n, then there exists α ∈ An for
which I = Iα.

Lemma 7.3. If a, b ∈ K[x, y] \K are coprime, then (a, b) ∩K[x] 6= 0 6= (a, b) ∩K[y].

Theorem 7.4. Let P be a nonzero prime ideal of K[x, y]. Then

(1) either P is maximal, then it is not principal and there exists γ ∈ A2 for which
P = Iγ,

(2) or P = (p) for some irreducible p ∈ K[x, y].

Note that VP is �nite for P maximal, and if p, q ∈ K[x, y] are non-associated irreducible,
V(p) is in�nite and V{p,q} = Vp ∩ Vq �nite.

Example 7.5. For a WEP w = y2 − (x3 + 1) ∈ R[x, y] for example ideals

(w) ⊆ (y, x+ 1) = I(−1,0), (y, x2 − x+ 1) = Iu, (y2 + 1, x+
3
√

2) = I(− 3√2,i),

u = (e
π
3
i, 0), are prime.

T&N. Let C = Va be an a�ne planar curve for a ∈ K[x, y] such that IC = (a). Then
K[C] = K[x, y]/IC = K[x, y]/(a) is a coordinate ring of the curve C. The curve C is said
to be irreducible if K[C] is a domain and an element p(x, y) + IC is called a polynomial
at C for any p ∈ K[x, y].
If w is a WEP, then Vw is called a Weierstrass curve.

Observation. Let a ∈ K[x, y] be irreducible, C = Va and IC = (a).

(1) C is irreducible ⇔ IC = (a) is prime ⇔ a is irreducible,

(2) the map ι : K[C]→ K
C
given by the rule ι(p+ (a))(α) = p(α) for each α ∈ C is

a well-de�ned injective map.

T&N. If a ∈ K[x, y] is irreducible and C = Va, then the �eld of fractions

K(C) = {n+ (a)

d+ (a)
| n ∈ K[x, y], d ∈ K[x, y] \ (a)}

of K[C] is said to be a function �eld of the irreducible curve C.

Proposition 7.6. Let a ∈ K[x, y] be irreducible, C = Va, α = x + (a), β = y + (a) ∈
K[C]. Then K(C) = K(α, β) is an AFF over K and α is transcendental over K ⇔
[K(C) : K(α)] = degy a > 0.

Corollary 7.7. Let K ≤ L. Then ∃α, β ∈ L such that L = K(α, β) is an AFF over K
⇔ ∃ an irreducible a�ne curve C ⊂ A2 satisfying L ∼=K K(C).

T&N. Let w ∈ K[x, y], L is an AFF over K and α, β ∈ L. We say that an AFF L is
given by (the equation) w(α, β) = 0 (over K) , if

(1) L = K(α, β),
(2) w is irreducible,
(3) w(α, β) = 0.

Example 7.8. If w ∈ K[x, y] is irreducible and α = x + (w), β = y + (w), then K(Vw)
is given by w(α, β) = 0 over K.

11



8. Absolutely irreducible polynomials

T&N. f ∈ K[x, y] is called absolutely irreducible, if f is irreducible in the domainK[x, y].

Example 8.1. The polynomial x2 + y2 is irreducible but not absolutely irreducible in
R[x, y] (F3[x, y]), since x2 + y2 = (x + iy)(x − iy) in C[x, y] (i stands for an element of
the order 4 in F∗9 ⊂ F3).
Polynomial x2 + y is absolutely irreducible in R[x, y] (F3[x, y]).

Lemma 8.2. If for f, g ∈ K[x] holds true that deg g ≤ 1 and deg f ≥ 3 is odd, then
w = y2 + yg(x)− f(x) is absolutely irreducible in K[x, y].

Proposition 8.3. Let w ∈ K[x, y] be irreducible and K̃ be the �eld of constants of the
AFF K(Vw) over K. Then K = K̃ ⇔ w is irreducible in K̃[x, y].

Corollary 8.4. If w ∈ K[x, y] is a WEP and C = Vw is a Weierstrass curve, then w is
absolutely irreducible and all elements K(C) \K are transcendental over K.

Example 8.5. Let w = y2 + yx+ x3 + 1 ∈ F2[x, y] be a WEP and denote L the fraction
�eld of F2[x, y]/(w), hence L is the function �eld of the curve Vw, which is an AFF over
F2 by 7.6. Since w is absolutely irreducible by 8.2, we can compute the �eld of constants
F̃2 = F2 using 8.3. Since for example polynomials x2 + x+ 1 and x3 + x+ 1 has no root
in F2 they have no root in L, so both are irreducible over L.

9. Places determined by a pair

In this section, L denotes an AFF over K given by w(α, β) = 0 with deg(w) ≥ 2.

Observation. Let a ∈ K[x, y] ⊆ L[x, y], σ ∈ Aff2(K), and α̃, β̃ ∈ L. Denote by

σ ∈ Aff2(L) the unique extension of σ and put u = σ∗(x)(α̃, β̃), v = σ∗(y)(α̃, β̃). Then

(1) (σ−1)∗(a(σ∗(x), σ∗(y))) = a(x, y),
(2) w(x, y) = a(σ∗(x), σ∗(y)) ⇔ a = (σ−1)∗(w),
(3) σ∗(a) = σ∗(a) ∈ K[x, y].

(4) (u, v) = (σ∗(x)(α̃, β̃), σ∗(y)(α̃, β̃)) = σ(α̃, β̃),

(5) (α̃, β̃) = σ−1(u, v), hence K(α̃, β̃) = K(u, v)

(6) (σ−1)∗(w)(u, v) = w(σ−1(u, v)) = w(α̃, β̃).

We will use notation σ from the last observation in the sequel. Put mult(0) =∞.

Lemma 9.1. Let w be smooth at γ = (γ1, γ2) ∈ Vw(K), A ∈ GL2(K), σ := ϑAτ−γ and
put (u, v) = σ(α, β) and fσ = (σ−1)∗(w). Then

(1) L is an AFF over K given by fσ(u, v) = 0,
(2) ∃ a matrix A such that fσ = yg(x, y)+h(x)+y where h ∈ K[x]\{0}, g ∈ K[x, y],

mult(h) ≥ 2, mult(g) ≥ 1,

(3) if tγ(f) = a1(x − γ1) + a2(y − γ2), then A is a matrix from (2) ⇔ A =

(
b1, b2
a1, a2

)
for (b1, b2) ∈ K2 \ SpanK((a1, a2)).
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Let us suppose that L is an AFF over K given by w(α, β) = 0 with deg(w) ≥ 2 and
simultaneously by f(u, v) = 0, where f = yg(x, y) + h(x) + y ∈ K[x, y], h ∈ K[x] \ {0},
g ∈ K[x, y], mult(h) ≥ 2, mult(g) ≥ 1.
Put m := mult(h) (which is �nite by 9.1).

T&N. Let a =
∑

i,j≥0 aijx
iyj ∈ K[x, y] \ {0}, then de�ne:

µ(a) := mult(a(x, ym)),
s(a) := {(i, j) ∈ Z2| i, j ≥ 0, i+ jm = µ(a)},
S(a) :=

∑
(i,j)∈s(a) aijx

iyj.

Observation. Let a, b =
∑

i,j bijx
iyj ∈ K[x, y] \ {0} and i, j, k, l ≥ 0. Then

(1) mult(a · b) = mult(a) + mult(b),
and if mult(a) < mult(b), then mult(a+ b) = mult(a),

(2) µ(a·b) = mult(a(x, ym)·b(x, ym)) = mult(a(x, ym))+mult(b(x, ym)) = µ(a)+µ(b),
and if µ(a) < µ(b), then µ(a+ b) = µ(a) ≥ mult(a),

(3) If (i+jm)+(k+lm) = µ(a)+µ(b) = µ(ab) and (i+jm) > µ(a)⇒ (k+lm) < µ(b)
⇒ bkl = 0, hence

S(a)S(b) =
∑

(i,j)∈s(a)

∑
(k,l)∈s(b)

aijbklx
i+kyj+l =

∑
(q,r)∈s(ab)

xqyr
∑

(i,j)+(k,l)=(q,r)

aijbkl = S(ab),

(4) µ(a) = µ(S(a)), and if µ(a) < µ(b), then S(a+ b) = S(a).

T&N. Denote by Λ the K-endomorphism of K[x, y] de�ned for each a ∈ K[x, y] by the
rule

Λ(a(x, y)) := a(x,−h(x)− yg(x, y)).

Lemma 9.2. µ(Λ(xiyj)) = i+ jm and there exists λ ∈ K \ {0} such that S(Λ(xiyj)) =
λxi+jm for each i, j ≥ 0.

Example 9.3. Let w = (y + x+ 1)2 − (x3 + 2x+ 1) ∈ R[x, y].
Since gcd(x3+2x+1, 3x2+2) = 1, the polynomial w is a smooth WEP and it holds that

f = 1
2
w = 1

2
(y2+x2+2yx+2y−x3) = y(x+ 1

2
y)+ 1

2
(x2−x3)+y. so f = yg(x, y)+h(x)+y

for g = x + 1
2
y and h = 1

2
(x2 − x3). Note that mult(g) = 1 and m = mult(h) = 2. Then

compute
µ(g) = mult(x+ 1

2
y2) = 1, S(g) = x,

µ(h) = mult(h) = 2, S(h) = 1
2
x2,

µ(x3y2) = 3 + 2 · 2 = 7, µ(x2y3) = 2 + 3 · 2 = 8 ⇒ µ(x3y2 + x2y3) = 7,
S(Λ(x3y2 + x2y3)) = S(Λ(x3y2)) = 1

4
x7 by 9.2.

Observation. Let a =
∑

ij aijx
iyj ∈ K[x, y] \ {0}, u, v ∈ P ∈ PL/K and t = a(u, v).

(1) Λ(a)(u, v) = a(u,−h(u)− vg(u, v)) = a(u, v),
(2) mνP (u) = νP (h(u)) = νP (v(−g(u, v)− 1)) = νP (v) + νP (−g(u, v)− 1) = νP (v) by

4.9,
(3) νP (t) ≥ min{νP (uivj) | aij 6= 0} = min{(i + mj)νP (u) | aij 6= 0} = µ(a)νP (u),

hence µ(a) ≤ νP (t)
νP (u)

.

T&N. Put µ(t) = max{µ(a) | a ∈ K[x, y] : a(u, v) = t} for each t ∈ K[u, v].
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Lemma 9.4. Let t ∈ K[u, v]\{0} and k := µ(t). Then there exist λ ∈ K∗ and b ∈ K[x, y]
satisfying µ(b) > k and t = λuk + b(u, v).

Theorem 9.5. There exists a unique P ∈ PL/K such that u, v ∈ P . Furthermore, it holds
true that νP (u) = 1, νP (v) = m and νP (r · s−1) = µ(r)−µ(s) for each r, s ∈ K[u, v]\{0}.

Example 9.6. Consider a polynomial f = y(x + 1
2
y) + 1

2
(x2 − x3) + y from 9.3. Then

L = R(u, v) for u = x + (f), v = y + (f) and let P be the uniquely determined place
from 9.5 Then νP (u) = 1 and νP (v) = mult(h) = 2. Let us compute νP (u2 + v) and
νP (u2 + 2v):
f(u, v) = 0 ⇒ v = −v(u+ 1

2
v) + 1

2
(u3 − u2), hence

νP (u2 + v) = νP (1
2
u2 − vu− 1

2
v2 + 1

2
u3) = min(2, 3, 4, 3) = 2 and

νP (u2+2v) = νP (u3−2vu−v2) = νP (u(u3−2v)−v2) = min(3, 4) = 3 since νP (u2−2v) =
νP (−u3 + 2vu+ v2 + 2u2) = min(2, 3, 4, 3) = 2 and so νP (u(u3 − 2v)) = 3.

Theorem 9.7. Let w be smooth at γ = (γ1, γ2) ∈ Vw(K).

(1) There exists a unique P ∈ PL/K satisfying νP (α− γ1) > 0 and νP (β − γ2) > 0.
(2) If l = l0 + l1x+ l2y ∈ K[x, y] where l0, l1, l2 ∈ K then it holds for P from (1):

νP (l(α, β))

 = 0 if l(γ) 6= 0
= 1 if l(γ) = 0 and l /∈ (tγ(w))
≥ 2 if l(γ) = 0 and l ∈ (tγ(w))

T&N. If p ∈ K[x] and γ ∈ K, denote by multγ(p) = mult(τ ∗−γ(p)) the multiplicity of a

root γ of p, i.e the non-negative integer k satisfying (x− γ)k|p and (x− γ)k+1 6 |p. .

Observation. If p, s ∈ K[x], g ∈ K[x, y], γ ∈ K is a root of s, multγ(g(x − γ, s(x))) ≥
mult(g).

This year we omit the proof of the following fact:

Proposition 9.8. Let γ = (γ1, γ2) ∈ Vw(K), ∂w
∂y

(γ) 6= 0, λ, µ ∈ K satisfy l = y − λx− µ
and l(γ) = 0, and (α−γ1, β−γ2) ⊂ P ∈ PL/K . Then νP (l(α, β)) = multγ1(w(x, λx+µ)).

Example 9.9. Let f = y2 +xy+x5 + 32 ∈ R[x, y], then f is an absolutely irreducible by
8.2. Denote by L the AFF over R given by f(α, β) = 0 for α = x+ (f) and β = y+ (f) ∈
R[x, y]/(f). Since (−2, 2) ∈ Vf and ∂f

∂x
= y + 5x4, ∂f

∂y
= 2y + x, we get ∂f

∂x
(−2, 2) = 82,

∂f
∂y

(−2, 2) = 2 and t = t(−2,2)(f) = 82x+ 2y + 160.
By 9.7 there exists the unique P ∈ PL/K containing α + 2, β − 2.
For u = β + 41α + 80 = 1

2
t(α, β) we determine the value νP (u) by applying 9.8:

f̂ = f(x,−41x− 80) = x5 + 40 · 41x2 − 80 · 81 + 802 + 32.

Since 0 = f̂(−2) = f̂ ′(−2) 6= f̂ ′′(−2) we get νP (u) = 2.

10. Localization in a coordinate ring

Let us suppose again that L is an AFF over K given by w(α, β) = 0 with deg(w) ≥ 2
and by f(u, v) = 0, where f = yg(x, y) + h(x) + y ∈ K[x, y], h ∈ K[x] \ {0}, g ∈ K[x, y],
m = mult(h) ≥ 2, mult(g) ≥ 1.
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T&N. Let γ = (γ1, γ2) ∈ Vw(K) ⊂ A2(K). Then (w) ⊆ Iγ = (x− γ1, y− γ2). Denote by

Rγ := K[x, y](Iγ) = {a
b
∈ K(x, y) | a, b ∈ K[x, y] : b(γ) 6= 0}

the localization of K[x, y] in the maximal ideal Iγ, (Iγ) = {a
b
∈ Rγ | a ∈ Iγ, b(γ) 6= 0}

denotes the (unique) maximal ideal of Rγ and ωγ : Rγ → L is a ring homomorphism

de�ned by the rule ωγ(
a
b
) = a(α,β)

b(α,β)
. Then let us denote

wOγ = ωγ(Rγ) = {ρ ∈ L | ∃r ∈ Rγ : ωγ(r) = ρ},

wPγ = ωγ((Iγ)) = {ρ ∈ L | ∃r ∈ (Iγ) : ωγ(r) = ρ}.
If w is �xed we will write Oγ instead wOγ and Pγ instead wPγ.

Observation. If γ ∈ Vw(K), σ ∈ Aff2(K) such that f = (σ−1)∗(w) and σ(γ) = (0, 0)
and denote Oγ =w Oγ, Pγ =w Pγ, then

(1) Oγ is a local ring with the maximal ideal Pγ,
(2) Oγ = K + Pγ, hence dimK(Oγ/Pγ) = 1,
(3) Oγ = fO(0,0) a Pγ = fP(0,0).

Lemma 10.1. If w is singular at γ ∈ Vw(K), then Oγ is not a valuation ring.

Example 10.2. Let w = (y+1)2−(x+2)3 and L be an AFF over F5 given by w(α, β) = 0
for α = x + (w) and β = y + (w) ∈ K[x, y]/(w) (cf. 7.8). Then (3, 4) ∈ Vw(F5) is a
singularity of w and by the proof of 10.1 α+2

β+1
/∈ wO(3,4) and

β+1
α+2

/∈ wO(3,4).

Lemma 10.3. Let u, v ∈ P ∈ PL/K and z ∈ K[u, v] \ {0}. Then ∃a, b ∈ K[x, y] \ I(0,0)
(i.e. mult(a) = mult(b) = 0) such that z

uνP (z) = a(u,v)
b(u,v)

∈ fO∗(0,0) = fO(0,0) \ fP(0,0).

Proposition 10.4. Let w be smooth at γ = (γ1, γ2) ∈ Vw(K), and (α − γ1, β − γ2) ⊆
P ∈ PL/K . Then

(1) ∃ ũ ∈ Pγ such that νP (ũ) = 1 and zũ−νP (z) ∈ O∗γ for each z ∈ K[α, β] \ {0},
(2) P = Pγ,
(3) OP = Oγ.

Example 10.5. Consider f = y2 + xy + x5 + 32 ∈ R[x, y] from 9.9, where L is an
AFF over R given by f(α, β) = 0. Put t = t(−2,2)(f) = 82x + 2y + 160 and compute
P = P(−2,2) ∈ PL/R. Since (−2, 2) is a zero of both lines x+2, x+y, and x+2, x+y /∈ (t),
9.7 implies that νP (α + 2) = νP (α + β) = 1.

Hence P(−2,2) = (α + 2) = {(α + 2)p(α,β)
q(α,β)

| q(−2, 2) 6= 0}.

Observation. Let 0 6= M ( K[α, β] be a prime ideal and K̂ = K[α, β]/M . Then

(1) M a maximal ideal of K[α, β] and K̂ = K[x, y]/Iγ for some ∃γ ∈ Vw by 7.4,

(2) K̂ = K[α +M,β +M ] is a �eld and [K̂ : K] <∞,
(3) α +M,β +M are algebraic over K,

(4) [K̂ : K] = 1 ⇔ ∃(γ1, γ2) ∈ Vw(K) such that M = (α − γ1, β − γ2) by 7.1(2) and
(1).

Lemma 10.6. Let P ∈ PL/K and P̃ = P ∩K[α, β].
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(1) If K[α, β] ⊆ OP , then P̃ is a maximal ideal of K[α, β], dimK(K[α, β]/P̃ ) < ∞,
νP (α) ≥ 0, and νP (β) ≥ 0.

(2) If K[α, β] 6⊆ OP , then P̃ = 0 and either νP (α) < 0 or νP (β) < 0.
(3) If K[α, β] 6⊆ OP and w is a WEP, then 3νP (α) = 2νP (β) < 0.

T&N. Denote P(1)
L/K := {P ∈ PL/K | degP = 1}.

Theorem 10.7. Let P ∈ P(1)
L/K and a polynomial w be smooth at all points of γ ∈ Vw(K).

Then the following conditions are equivalent:

(1) K[α, β] ⊆ OP ,
(2) ∃ a unique (γ1, γ2) ∈ Vw(K) for which νP (α− γ1) > 0 and νP (β − γ2) > 0,
(3) ∃ a unique γ ∈ Vw(K) for which P = Pγ.

Corollary 10.8. If a WEP w is smooth at all points γ ∈ Vw(K) and P ∈ P(1)
L/K then

either ∃γ ∈ Vw(K) for which P = Pγ or α−1, β−1 ∈ P .

11. Weak Approximation Theorem

L is an AFF over K with the �eld of constants K̃.

Observation. Let a, b ∈ L.
(1) If a /∈ K̃, then ∃P ∈ PL/K such that νP (a) > 0 by 3.6,

(2) K̃∗ = {s ∈ L | νP (s) = 0 ∀P ∈ PL/K} by (1) and 4.8,
(3) if P ∈ PL/K satis�es νP (a) 6= 0 6= νP (b), then νP (a+ bk) = min(νP (a), kνP (b)) for

all but one k by 4.6, hence ∃k0 such that the equality holds ∀k ≥ k0.

Lemma 11.1. Let n ≥ 1 and P1, . . . , Pn ∈ PL/K be pairwisely distinct places. If νi := νPi
for all i, a1, . . . an ∈ L and z ∈ Z, then

(1) ∃ s ∈ L∗ such that ν1(s) > 0 and νi(s) < 0 for each i = 2, . . . , n,
(2) ∃ t ∈ L such that νi(t− ai) > z for each i = 1, . . . , n.

Theorem 11.2 (Weak Approximation Theorem). Let n ≥ 1 and P1, . . . , Pn ∈ PL/K be
pairwise distinct places. If a1, . . . an ∈ L and z1, . . . , zn ∈ Z, then there exists s ∈ L such
that νPi(s− ai) = zi for all i = 1, . . . , n.

Corollary 11.3. PL/K is in�nite.

T&N. If W is a subspace of a K-space V , we say that B is linearly independent/LI (a
basis) of V modulo W if {b + W | b ∈ B} forms a linearly independent set (a basis) of
the factor V/W .

Corollary 11.4. If n ≥ 1, e ≥ 0 and P, P1, . . . , Pn are pairwise distinct, then ∃ a basis
B of the K-algebra OP modulo P such that B ⊂ P e

j \ P e+1
j ∀j = 1, . . . , n.

Observation. Let P ∈ PL/K and b1, . . . , bn ∈ OP is linearly independent modulo P over
K, t ∈ P , νP (t) = 1, λi, λij ∈ K for i = 1, . . . , n, j = 0, . . . , e − 1 and ∃i : λi 6= 0 and
∃(i, j) : λij 6= 0. Then

(1) νP (
∑

i λibi) = 0, since
∑

i λibi /∈ P ,
(2) νP (

∑
i λibit

j) = νP (
∑

i λibi) + νP (tj) = j,
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(3) νP (
∑

ij λijbit
j) = min{j | ∃i : λij 6= 0} by 4.6,

(4) {bitj | i = 1, . . . , n, j = 0, . . . , e− 1} is linearly independent modulo P e.

Proposition 11.5. Let P1, . . . , Pn ∈ PL/K be pairwise distinct places for n ≥ 1. If
s ∈

⋂n
i=1 Pi, then [L : K(s)] ≥

∑n
i=1 νPi(s) degPi.

Corollary 11.6. If s ∈ L∗, then the set {P ∈ PL/K | νP (s) 6= 0} is �nite.

Corollary 11.7. If w is a WEP and L is given by w(α, β) = 0, then there exists unique

P∞ ∈ PL/K such that α−1 ∈ P∞ or β−1 ∈ P∞. Furthermore, P∞ ∈ P(1)
L/K , νP∞(α) = −2

and νP∞(β) = −3.

T&N. The uniquely determined place from 11.7 is denoted by P∞.

Proposition 11.8. If w is a smooth WEP at Vw(K), then

P(1)
L/K = {P∞} ∪ {Pγ | γ ∈ Vw(K)}.

Example 11.9. Let f = y2 + y− (x3 + 1) = y2 + y + x3 + 1 ∈ F2[x, y] and α := x+ (f),
β := y+(f) ∈ F2[x, y]/(f). Then f is a Weierstrass equation polynomial and L = F2(α, β)
is an AFF over F2 given by f(α, β) = 0.

Let P ∈ PL/K of degree 1. Then P(1)
L/K = {P(1,0), P(1,1), P∞} by 11.8, since Vf (F2) =

{(1, 0), (1, 1)}.
By 11.3 PL/K is in�nite, hence other places are of degree greater than 1, for example

for each irreducible m ∈ F2[x] of degree greater than 1, there exists Pm ∈ PL/K such that
m(α) ∈ Pm, thus degPm ≥ deg(m) > 1.

12. Divisors

Let L be an AFF over K and K̃ its �eld of constants in this section.

De�nition. Let Div(L/K) = {
∑

P∈PL/K apP | ap ∈ Z} denote the free abelian group

with the free basis PL/K (hence only �nitely many ap's are non-zero) and operations∑
P∈PL/K

apP ±
∑

P∈PL/K

bpP =
∑

P∈PL/K

(ap ± bp)P, 0 =
∑

P∈PL/K

0P.

A formal sum
∑

P∈PL/K apP is called a divisor (of the AFF L over K). Degree of a divisor

is de�ned by degK(
∑

P∈PL/K apP ) :=
∑

P∈PL/K ap degK(P ).

Example 12.1.
∑

P∈PL/K νp(r)P is a divisor by 11.6 for each r ∈ L∗ and note that∑
P∈PL/K νP (a)P = 0 ⇔ νP (a) = 0 ∀P ∈ PL/K ⇔ a ∈ K̃.

T&N. A divisor
∑

P∈PL/K νp(r)P for r ∈ L∗ is called principal divisor and it is denoted

by (r) and let Princ(L/K) := {(r) | r ∈ L∗} be the set of all principal divisors of L over
K.

Observation. Put k = [K̃ : K] <∞, P ∈ PL/K , A ∈ Div(L/K).

(A1) PL/K̃ = PL/K and Div(L/K̃) = Div(L/K),

(A2) degK P = dimK OP/P = k · degK̃ P and degK(A) = k · degK̃(A),
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(A3) degK : Div(L/K)→ Z is a group homomorphism,
(A4) the map r → (r) forms a homomorphism of (L∗, ·,−1 , 1) and (Div(L/K),+,−, 0)

since (rs) =
∑

P∈PL/K νp(rs)P =
∑

P∈PL/K (νp(r) + νp(s))P = (r) + (s),

(A5) Princ(L/K) is a subgroup of Div(L/K) where −(r) = (r−1) and 0 = (1), further-
more, (r) = (s) ⇔ ∃ λ ∈ K̃∗ satisfying r = λs.

T&N. Let A =
∑

P∈PL/K apP , B =
∑

P∈PL/K bpP ∈ Div(L/K). Then let us denote:

max(A,B) :=
∑

P∈PL/K

max(ap, bp)P, min(A,B) :=
∑

P∈PL/K

min(ap, bp)P,

A+ := max(A, 0), A− := −min(A, 0) = (−A)+, and A is called positive if A = A+.
De�ne relations ≤ and ∼ on Div(L/K): A ≤ B if ap ≤ bp ∀ P ∈ PL/K , A ∼ B if

A−B ∈ Princ(L/K). ≥ denotes the opposite relation.
Denote L(A) := {r ∈ L∗ | (r) + A ≥ 0} ∪ {0}.

Observation. Let r ∈ L∗ and A ∈ Div(L/K).

(B1) ∼ is a congruence on Div(L/K) and ≤ is an ordering on Div(L/K) compatible with
the operation + (i.e. A ≤ B, C ≤ D ⇒ A+ C ≤ B +D for A,B,C,D ∈ PL/K),

(B2) if r ∈ L \ K̃, then (r) 6≥ 0 by Lemma 4.9(1),
(B3) L(A) is a K̃-space and so K-space and

L(0) := {r ∈ L∗ | (r) + (1) ≥ 0} ∪ {0} = K̃.

T&N. Cl(L/K) := Div(L/K)/Princ(L/K) is called the class group of the AFF L over K.
If A ∈ Div(L/K), then L(A) is said to be Riemann-Roch space of the divisor A and

l(A) = dimL/K A := dimK L(A).

If K = K̃, then L is a full constant AFF.

Observation. Let i ≤ j ∈ Z, (p) = P ∈ PL/K and denote P i = piOP .
(C1) The map ψj : OP/P → P j−1/P j determined by the rule ψj(a+ P ) = apj−1 + P j

is an isomorphism of K-spaces,
(C2) degP = dimK OP/P = dimK P

j−1/P j,

(C3) dimK(P i/P j) =
∑j

k=i+1 dim(P k−1/P k) = (j − i) degP .

Lemma 12.2. If A,B ∈ Div(L/K) such that A ≤ B, then L(A) is a subspace of L(B)
and dimK(L(B)/L(A)) ≤ degK(B − A).

Lemma 12.3. If P(1)
L/K 6= ∅, then K = K̃

We will suppose in the rest of the lecture that K = K̃, i.e. L is a full constant AFF.

Proposition 12.4. If A,B ∈ Div(L/K), then

(D1) 1 ≤ l(A) ≤ degA+ 1 if A ≥ 0,
(D2) l(A) = 0, if A < 0,
(D3) l(A) ≤ l(A+) <∞,
(D4) degA− l(A) ≤ degB − l(B), if A ≤ B.

Lemma 12.5. If s ∈ L \K, then ∃B ∈ Div(L/K) such that B ≥ 0 and for each k ≥ 0:
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(1) (k + 1)[L : K(s)] ≤ l(k · (s)− +B),
(2) (k + 1)[L : K(s)] ≤ k · deg((s)−) + degB + 1,
(3) k[L : K(s)]− l(k · (s)−) ≤ degB − [L : K(s)].

Theorem 12.6. If s ∈ L \K then deg((s)−) = deg((s)+) = [L : K(s)] and deg((s)) = 0.

Corollary 12.7. If A ∼ B, then degA = degB and dimL/K A = dimL/K B.

Example 12.8. Let L be an AFF over F2 given by w(α, β) = 0 for w = y2+y−(x3+1) ∈
F2[x, y] as in 11.9. We will compute principal divisors (α + 1) and (α).
(a) By 12.6

deg((α + 1)+) =
∑

P : α+1∈P

νP (α + 1) degP = [L : F2(α + 1)] = [L : F2(α)] = 2.

Since α + 1 ∈ P(1,0) ∩ P(1,1) and νP∞(α + 1) = νP∞(α) = −2 by 11.7, we get

(α + 1) = 1 · P(1,0) + 1 · P(1,1) − 2 · P∞.
(b) Again by 12.6 is deg((α)+) =

∑
P : α∈P νP (α) degP = [L : F2(α)] = 2 and α /∈ P

for all P ∈ PL/K (1), hence there exists a unique P such that α ∈ P and degP = 2, which
means that

(α) = 1 · P − 2 · P∞.

Observation. For A,B ∈ Div(L/K) it holds:

(D5) l(A) ≥ 1 ⇔ ∃s ∈ L∗ such that s ∈ L(A) ⇔ ∃s ∈ L∗ such that A+ (s) ≥ 0,
(D6) l(B − A) ≥ 1 ⇔ ∃s ∈ L∗ such that A − (s) ≤ B ⇔ ∃A′ ∈ Div(L/K) such that

A ∼ A′ ≤ B,
(D7) if l(B − A) ≥ 1, then degA − l(A) ≤ degA′ − l(A′) ≤ degB − l(B) for A′ from

(D6) by (D4),
(D8) if degA < 0, then deg(A+ (s)) = degA < 0 ∀s ∈ L∗, hence l(A) = 0,
(D9) L((s)) = {r ∈ L∗ | (rs) ≥ 0} ∪ {0} = Ks−1(= {ks−1 | k ∈ K}) ∀s ∈ L∗.

Lemma 12.9. If A ∈ Div(L/K) such that degA = 0, then

(1) l(A) ∈ {0, 1},
(2) l(A) = 1 ⇔ A ∈ Princ(L/K).

Theorem 12.10 (Riemann). There exists an integer γ such that for each A ∈ Div(L/K)

deg(A)− l(A) < γ.

De�nition. The minimal possible γ such that deg(A)− l(A) < γ for each A ∈ Div(L/K),
which exists by Theorem 12.10, is called the genus of the AFF L over K̃. Furthermore,
i(A) := g − 1 − deg(A) + l(A) ≥ 0 is said to be the index of specialty of A (A is called
special if i(A) > 0 and A is called nonspecial if i(A) = 0).

Corollary 12.11. Let A,D ∈ Div(L/K)) and suppose deg(D) − l(D) = g − 1 for the
genus g.

(E1) g > deg(0)− l(0) = −1, hence g ≥ 0,
(E2) deg(A−D)− l(A−D) ≤ g − 1, hence l(A−D) ≥ deg(A)− deg(D)− g + 1,
(E3) if deg(A) ≥ deg(D) + g, then l(A−D) ≥ 1 by (E2),
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(E4) if either l(A−D) ≥ 1 or D ≤ A then by (D4) and (D6) g− 1 = deg(D)− l(D) ≤
deg(A)− l(A) ≤ g − 1, hence deg(A)− l(A) = g − 1 and i(A) = 0,

(E5) if deg(D) + g ≤ deg(A), then l(A−D) ≥ 1 by (E3), thus l(A) = deg(A)− g + 1
and i(A) = 0 by (E4).

13. Ad�eles and Weil differentials

We suppose that L is a full constant AFF over K = K̃ of genus g.

T&N. Let P := PL/K and consider the Cartesian power LP as an L-algebra with
component-wise de�ned operations where l → l · 1 ∈ LP identi�es elements of L with
constants of LP. Let A =

∑
P∈PL/K apP ∈ Div(L/K). Then

AL/K(A) := {f ∈ LP | νP (f(P )) + aP ≥ 0 ∀P ∈ P}.
An element of AL/K =

⋃
B∈Div(L/K)AL/K(B) is called ad�ele.

If P = (p) ∈ PL/K , then P k = pkOP = {r ∈ L | νP (r) ≥ k} for each k ∈ Z.

Observation. Let r ∈ L, f ∈ LPL/K , A =
∑

P∈PL/K apP ∈ Div(L/K) and s ∈ L∗.
(1) f ∈ AL/K ⇔ {P ∈ P | νP (f(P )) < 0} is �nite, hence r ∈ AL/K by 11.6,
(2) AL/K is a subalgebra of the L-algebra LPL/K ,
(3) AL/K(A) =

∏
P∈PL/K P

−aP is a subspace of the K-space AL/K and AL/K(A)∩L =

L(A).

Lemma 13.1. Let A =
∑

P∈PL/K apP , B =
∑

P∈PL/K bpP ∈ Div(L/K) and s ∈ L∗.
(1) A ≤ B ⇒ AL/K(A) ⊆ AL/K(B) and dimK(AL/K(B)/AL/K(A)) = deg(B − A),
(2) A ≤ B ⇒ dimK((AL/K(B) + L)/(AL/K(A) + L)) = i(A)− i(B),
(3) AL/K(A) ∩ AL/K(B) = AL/K(min(A,B)),
AL/K(A) +AL/K(B) = AL/K(max(A,B)),

(4) dimK(AL/K/(AL/K(A) + L)) = i(A),
(5) AL/K = AL/K(A) + L ⇔ i(A) = 0,
(6) sAL/K(A) = AL/K(A− (s)).

T&N. Let A ∈ Div(L/K). Then
ΩL/K(A) := (AL/K(A) + L)oK = {ω ∈ AL/K∗ | ω(AL/K(A) + L) = 0, }

ΩL/K :=
⋃

B∈Div(L/K)

ΩL/K(B) = {ω ∈ AL/K∗ | ω(L) = 0,∃B ∈ Div(L/K) : ω(AL/K(B)) = 0}

We de�ne ∀ω ∈ ΩL/K and ∀s ∈ L∗ multiplication on ΩL/K by the rules (s · ω)(t) = ω(st)
∀s ∈ L∗ and 0 · ω = 0. Elements of ΩL/K are called Weil di�erentials (of the AFF).

Corollary 13.2. Let A,B ∈ Div(L/K) a s ∈ L∗.
(1) dimK(Ω(A)) = dim(AL/K/(AL/K(A) + L) = i(A) by 1.4(2), 13.1(4),
(2) A ≤ B ⇒ ΩL/K(B) ⊆ ΩL/K(A) by 1.4(3, 13.1(1)),
(3) ΩL/K(A) ∩ ΩL/K(B) = (AL/K(A) +AL/K(B) + L)o = ΩL/K(max(A,B)),

ΩL/K(A) + ΩL/K(B) = ((AL/K(A) +L)∩ (AL/K(B) +L))o ⊆ ΩL/K(min(A,B))
by 1.4(1),(4), 13.1(3),

(4) sΩL/K(A) = (s−1(AL/K(A))o = ΩL/K(A+ (s) by 1.5(3), 13.1(6),
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(5) ΩL/K forms an L-space by 1.5, (3) a (4).

Lemma 13.3. If ω ∈ ΩL/K \ {0}, then there exists a unique W ∈ Div(L/K) such that
ω(AL/K(W )) = 0 and each A ∈ Div(L/K) satis�es A ≤ W whenever ω(AL/K(A)) = 0.

T&N. Let ω ∈ ΩL/K \ {0}. The divisor W from 13.3 uniquely determined by ω is called
the canonical divisor of ω and it is denoted by (ω).
Let us de�ne a map Ψω : L→ ΩL/K by Ψω(s) = s · ω ∀s ∈ L.

Lemma 13.4. Let ω, ω̃ ∈ ΩL/K \ {0} and A ∈ Div(L/K). Then

(1) (sω) = (s) + (ω) ∀s ∈ L∗,
(2) Ψω is L-linear and so K-linear embedding and Ψω(L((ω)− A)) ⊆ ΩL/K(A),
(3) ∃B ∈ Div(L/K) such that Ψω(L((ω)−B)) ∩Ψω̃(L((ω̃)−B)) 6= 0.

Theorem 13.5. Let ω ∈ ΩL/K \ {0} and A ∈ Div(L/K), then

(1) dimL(ΩL/K) = 1,
(2) Ψω induces a K-isomorphism L((ω)− A)→ ΩL/K(A).

As a consequence we can easily see that all the canonical divisors form exactly one
coset modulo Princ(L/K).
The following two results will be skipped this year.

Lemma 13.6. Let S $ PL/K , , P1, . . . , Pn ∈ S be pairwise distinct places, a1, . . . an ∈ L
and z ∈ Z. Then there exists t ∈ L such that νPi(t− ai) > z ∀i = 1, . . . , n and νP (t) ≥ 0
∀P ∈ S \ {P1 . . . , Pn}.

Theorem 13.7 (Strong Approximation Theorem). Let S $ PL/K , , P1, . . . , Pn ∈ S be
pairwise distinct places. If a1, . . . an ∈ L and z1, . . . , zn ∈ Z, then ∃s ∈ L such that
νPi(s− ai) = zi for each i = 1, . . . , n and νP (s) ≥ 0 for each P ∈ S \ {P1 . . . , Pn}.

14. Riemann-Roch Theorem

L is a full constant AFF over K = K̃ of genus g.

Theorem 14.1 (Riemann-Roch). If W is a canonical divisor and A ∈ Div(L/K), then

l(A) = degA+ l(W − A) + 1− g.

If we put W = 0 and W = A, then we get the following consequence:

Corollary 14.2. ] If W ∈ Div(L/K) is canonical, then l(W ) = g, degW = 2g − 2,
i(W ) = g − 1− degW + l(W ) = 1.

Corollary 14.3 (Main consequence of the Riemann-Roch Theorem). If degA ≥ 2g − 1
for A ∈ Div(L/K), then l(A) = degA+ 1− g.

Lemma 14.4. Let P ∈ P(1)
L/K , h ∈ Z, h ≥ 0, s ∈ L. Then

(1) s ∈ L(iP ) \ L((i− 1)P ) ⇔ (s)− = iP , where i ≥ 1,
(2) if ∃k ≥ 0 such that l(iP ) ≥ i− h+ 1 for each i ≥ k, then g ≤ h,
(3) if for each i ≥ h+ 1 there exists si ∈ L such that (si)− = iP , then g ≤ h.
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Example 14.5. Recall that the �eld K(x) is an AFF over K and by 4.7

PK(x)/K = {Pp | p ∈ K[x] is monic irreducible } ∪ {P∞}
where Pp is the maximal ideal of the localization with νPp = νp and P∞ is given by the
discrete valuation ν∞(a

b
) = deg(b) − deg(a). Then νp(x

i) ≥ 0 for each i ≥ 0 and p is
irreducible monic. Furthermore ν∞(xi) = −i for each i ≥ 0, hence (xi)− = iP∞. Thus
K(x) is of genus 0 by 14.4(3).
For every s ∈ K(x)∗ there exist k ∈ K∗, irreducible, pairwisely non-associated polyno-

mials pi ∈ K[x] and exponents ei ∈ Z, for which s = k
∏

i p
ei
i . If we put d =

∑
i ei deg pi,

then (s) =
∑

i eiPpi − dP∞ forms a principal divisor and it holds ei = νpi(s) = νPpi (s).
This presents a way of searching of an element of L determining a divisor of degree 0,
which is in this case necessarily principal.

Proposition 14.6. Let P(1)
L/K 6= ∅. Then g = 0⇔ there exists s ∈ L such that L = K(s).

15. Elliptic function fields

Let L be an AFF over K of genus g.

De�nition. L is called an elliptic function �eld (EFF) over K, if it is of genus 1 and

P(1)
L/K 6= ∅.

Observation. If L is an EFF over K and P ∈ P(1)
L/K , then is L full constant by 12.3, and

l(iP ) = deg(iP ) = i for each i ≥ 1 by 14.3, hence K = L(1P ) $ L(2P ) $ L(3P ).

Proposition 15.1. If L is an EFF over K and P ∈ P(1)
L/K , then ∀u ∈ L(2P ) \L(1P ) and

v ∈ ∀L(3P ) \L(2P ) there exists a WEP w ∈ K[x, y] and λ ∈ K∗ such that L is given by
w(λu, λv) = 0.

Corollary 15.2. Every EFF is given by a Weierstrass equation (i.e. there are a WEP w
and elements α, β such that the EFF is given by w(λu, λv) = 0).

Recall that if w is smooth at Vw(K), then P(1)
L/K = {P∞} ∪ {Pγ | γ ∈ Vw(K)} by 11.8.

Lemma 15.3. If w ∈ K[x, y] is a WEP and L over K is given by w(α, β) = 0 and it is
not an EFF, then g = 0, and ∃s ∈ L and ∃a, b ∈ K[x], for which L = K(s), α = a(s),
β = b(s) and deg a = 2, deg b = 3.

Theorem 15.4. Let L be given by w(α, β) = 0 for a WEP w ∈ K[x, y]. Then L is an
EFF ⇔ w is smooth at Vw(K).

Example 15.5. (1) Let w = y2 + y + x3 + 1 ∈ F2[x, y] is a WEP from 11.9. Since it is
smooth at rational points Vw(F2) = {(1, 0), (1, 1))}, then by 15.4 the genus of F2(Vw) is
1, hence it is an EFF and F2(s) $ F2(Vw) for each s ∈ F2(Vw).
(2) Let w = y2 +x3 +x+ 1 ∈ F2[x, y] be a WEP. Since it is singular at (1, 1) ∈ Vw(F2).

Hence by 15.4 it is of genus 0 and there exists s ∈ F2(Vw) such that F2(s) = F2(Vw). It is
easy to compute that e.g. s = β+1

α+1
for α = x+ (w), β = y+ (w), hence F2(Vw) = F2(α, β)

is given by w(α, β) = 0.

In the rest of the section L is an EFF over K.
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T&N. The factor group Pic0(L/K) := Ker(deg)/Princ(L/K) is called the Picard group

and [A] := A+Princ(L/K) denotes the cosets of Pic0(L/K) and a mapping ΨQ : P(1)
L/K →

Pic0(L/K) is given by the rule

ΨQ(P ) := [P −Q] for Q ∈ P(1)
L/K .

Lemma 15.6. Let P,Q ∈ P(1)
L/K , and A ∈ Div(L/K).

(1) if P −Q ∈ Princ(L/K), then P = Q,

(2) if degA = 1, then there exist a unique place Q ∈ P(1)
L/K such that P − A ∈

Princ(L/K),

(3) the mapping ΨQ : P(1)
L/K → Pic0(L/K) is a bijection.

T&N. We de�ne for a �xed Q ∈ P(1)
L/K operations by the rule P1 ⊕ P2 = Ψ−1Q (ΨQ(P1) +

ΨQ(P2)) and 	P = Ψ−1Q (−ΨQ(P )).

Corollary 15.7. If Q,P0, P1, . . . , Pn ∈ P(1)
L/K , then

(1) (P(1)
L/K ,⊕,	, Q) forms an abelian group and ΨQ is a group isomorphism,

(2) P1 ⊕ P2 = P0 ⇔ [P1 + P2] = [P0 +Q],
(3) P1 ⊕ · · · ⊕ Pn = P0 ⇔ −P0 + (1− n)Q+

∑n
i=1 Pi ∈ Princ(L/K).

In the rest, L denotes an EFF over K given by w(α, β) = 0 for a WEP w.

De�nition. Let us consider on P(1)
L/K = {P∞} ∪ {Pγ | γ ∈ Vw(K)} (from 11.8) a group

structure determined by ΨP∞ , put E(K) = Vw(K)∪ {∞} and de�ne operations ⊕, 	 on
E(K):

γ ⊕ δ = η ⇔ Pγ ⊕ Pδ = Pη ⇔ [Pγ + Pδ] = [Pη + P∞],

	γ = δ ⇔ 	Pγ = Pδ ⇔ [Pγ + Pδ] = [2P∞].

Now we formulate a consequence of main results of the course, including 9.7, 11.8 and
12.5:

Proposition 15.8. Let γ = (γ1, γ2) ∈ Vw(K), l0 + l1x+ l2y ∈ K[x, y] such that l0, l1, l2 ∈
K and (l1, l2) 6= (0, 0), and put V = Vw(K) ∩ Vl(K).

(1) (E(K),⊕,	,∞) is an abelian group isomorphic to Ker(deg)/Princ(L/K),
(2) γ ∈ Vl(K) ⇔ νPγ (l(α, β)) ≥ 1 ⇔ 1Pγ ≤ (l(α, β))+,
(3) γ ∈ Vl(K) and l ∈ (tγ(w)) ⇔ νPγ (l(α, β)) ≥ 2 ⇔ 2Pγ ≤ (l(α, β))+,
(4) (l(α, β))− = 2P∞ whenever l2 = 0, and (l(α, β))− = 3P∞ otherwise,
(5) if l2 = 0, then l ∈ (x− γ1) and ∃!δ ∈ V such that (l(α, β)) = Pγ + Pδ − 2P∞, i.e.
	γ = δ for V = {γ, δ},

(6) if l2 6= 0 and δ ∈ V such that Pγ + Pδ ≤ (l(α, β))+ then ∃!η ∈ V such that
(l(α, β)) = Pγ + Pδ + Pη − 3P∞, i.e. γ ⊕ δ ⊕ η =∞ for V = {γ, δ, η}.

The rest was not presented at the lecture this year.

Corollary 15.9. If K ⊆ F ⊆ K is a �eld extension, then E(K) is a subgroup of E(F ).
23



Denote by w = y2 + a1xy + a3y − (x3 + a2x
2 + a4x+ a6) ∈ K[x, y] for a WEP smooth

at Vw(K).

Theorem 15.10. (E(K),⊕,	,∞) is a commutative group and for γ = (γ1, γ2), δ =
(δ1, δ2), η = (η1, η2) ∈ Vw(K) it holds:

(1) 	γ = (γ1,−γ2 − a1γ1 − a3),
(2) if γ 6= 	δ and γ ⊕ δ = η, then

η = (−γ1 − δ1 + λ2 + a1λ− a2, λ(γ1 − η1)− γ2 − a1η1 − a3), where
(a) λ = δ2−γ2

δ1−γ1 if γ1 6= δ1,

(b) λ =
3γ21+2a2γ1−a1γ2+a4

2γ2+a1γ1+a3
if γ1 = δ1.

Example 15.11. Let w = y2 − x3 − 1 ∈ F5[x] be a WEP. Since (x3 + 1)′ = 3x2 and 0 is
not a root of x3 + 1, w is smooth.
Since E(F5) = {(0, 1), (0, 4), (4, 0), (2, 2), (2, 3),∞} is a commutative group of the order

6, we know that E(F5) ∼= Z6. By applying 15.7 we compute:
(0, 1) = 	(0, 4) (4, 0)⊕ (4, 0) = (2, 2)⊕ (2, 3) =∞ and (0, 4)⊕ (4, 0) = (2, 3).
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